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Abstract

The Luminosity function and cosmic evolution of active galactic nuclei (AGN)
selected in the 0.5 - 2 keV X-ray band is studied using the sample of AGN from
the RIXOS survey. It is found that pure luminosity evolution models represent the
data well, provided rapid evolution stops at redshift ~ 2.

The evolution of narrow emission line galaxies (NELGs), which may be impor-
tant contributors to the cosmic X-ray background, is examined using the sample of
NELGs obtained from the ROSAT UK Deep Survey and RIXOS. I detect evolution
at high significance but find that this evolution is probably slower than the evolution
of broad line AGN, and/or ceases at a lower redshift.

Data from deeper ROSAT surveys are used to extend the AGN luminosity func-
tion to lower luminosities and higher redshifts, and biases caused by the dispersion
of AGN spectral slopes are incorporated in the analysis. Some deviations from pure
luminosity evolution are seen for a critical (go = 0.5) universe, and the previous
conclusions regarding the lack of evolution at high redshift are strengthened.

The possibility of improved surveys of AGN with the next generation of X-ray
satellites is investigated. An efficient survey for the study of the high redshift (z > 2)
AGN luminosity function is described.

The X—ray variability of the narrow line Seyfert 1 galaxy Markarian 766 is studied
using ROSAT data. The spectrum is well described by a power law and a blackbody
soft excess. The power law component varies continuously but variability of the
soft excess is not detected within the observations. The power law component is
always steeper when it is brighter. This variability can be explained if the power
law is produced by thermal or non-thermal Comptonisation of soft photons. The
behaviour of Markarian 766 is analogous to that of Galactic black hole candidates
in the low state.

Finally, the results of this thesis are related to the evolution and history of

individual active galaxies.
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Chapter 1

Introduction

1.1 Active Galactic Nuclei

Active galactic nuclei (AGN) are very luminous, very energetic, and very compact
sources of radiation found at the centres of some galaxies. Galaxies which contain
AGN are known as ‘active galaxies’. In the nearby universe, most active galaxies
are Seyfert galaxies which have bright, point like nuclei and strong emission lines in
their optical spectra. In the far distant universe, most of the active galaxies that
we are aware of are the very luminous quasi stellar objects (QSOs); they are point
sources presumably because the galaxies which contain them are so distant as to be
beyond detection. The extreme luminosity of AGN allow them to be detected at
greater distances than any other class of astronomical objects; AGN thus provide an
unique opportunity to study the universe when it was only a fraction of its present

age.

12
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1.1.1 What Powers an Active Galactic Nucleus?

It has long been known that AGN show large amplitude rapid variability, particularly
in X-rays (e.g. Marshall et al. 1981). This variability provides limits on the size
of the emitting region, because signals cannot propagate across a source faster than
the light travel time. It is found that the central engines of AGN must be extremely
compact, less than a light day across. It is thought that the only means of producing
such a high luminosity in such a small volume is accretion onto a massive black

hole (Rees 1984).

Dense star clusters with high rates of supernovae could reproduce many prop-
erties of at least low luminosity AGN (Terlevich et al. 1992, Terlevich et al. 1995)
but would have difficulty reproducing the rapid X—ray variability seen in AGN, and
would probably evolve into massive black holes on a cosmologically short time scale

of ~ 107 years (Frank, King and Raine 1992).

1.1.2 Types of AGN

It is common to categorise AGN on the basis of their observed (mostly spectral)
properties. 1 give a brief description of all types, concentrating on those which are

relevant to this thesis.

QSOs are high luminosity AGN that show strong, broad (> 1000km s™!) per-
mitted emission lines, narrow forbidden emission lines, and non-stellar continua in
their optical spectra. Originally, only unresolved sources were classified as QSOs,
but now host galaxies of nearby QQSOs can be seen in deep images, and the lumi-
nosity limit M, < —23 (Schmidt & Green 1983) is used to (arbitrarily) separate
QSOs and Seyfert galaxies. Those QSOs which emit a significant fraction of their
luminosity at radio frequencies are called quasars or ‘radio loud” QSOs; they are

about 20 times less numerous than ordinary QSOs (Ciliegi et al. 1995).
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Seyfert 1 galaxies are normally spirals, and have bright point like nuclei which
are less luminous than QSOs (i.e. have M, > —23). The nuclear optical spectrum of
a Seyfert 1 is similar to that of a QSO with broad permitted, and narrow forbidden,
emission lines and a non-stellar power law continuum. It is often considered that
Seyfert 1 nuclei are low luminosity QSOs because of the apparent continuity between
the two classes. Some Seyfert galaxies have properties intermediate between Seyfert
1 and Seyfert 2 galaxies (see below), showing both broad and narrow components
in their permitted emission lines; they are commonly classified as Seyfert 1.5, 1.8 or
1.9 galaxies. The widespread classification scheme used for Seyfert galaxies can be

found in Osterbrock 1993.

Seyfert 2 galaxies, like Seyfert 1s, have bright point like nuclei and are nor-
mally spiral galaxies. Both permitted and forbidden emission lines of Seyfert 2
nuclei are narrow, and the ratio of the permitted line luminosities to the forbidden
line luminosities is generally smaller than for Seyfert 1 nuclei. Seyfert 2 nuclei are
normally of lower luminosity than Seyfert type 1 nuclei, and their optical spectra

have a much stronger contribution from the host galaxy.

Narrow line Seyfert 1 galaxies have permitted lines which are only slightly
broader than the forbidden lines, but have a ratio of permitted to forbidden emission
line flux which is more typical of Seyfert 1 galaxies than Seyfert 2 galaxies (Oster-
brock & Pogge 1985). Many narrow line Seyfert 1 galaxies (unlike Seyfert 2s) are
particularly soft X-ray sources (Boller Brandt and Fink 1996, Puchnarewicz et al.
1992). Narrow line Seyfert 1 galaxies often show strong blends of Fe II lines in their
optical spectra; these features are rarely seen in Seyfert 2 spectra (Goodrich 1989).
In chapter 5 the X—ray emission from one such object, Markarian 766, is examined

in detail.

Radio galaxies have a somewhat analogous relationship with Seyfert galaxies

to that of quasars with QQSOs, and similarly are about 20 times less numerous.
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Radio galaxies have point like optical nuclei and emit a significant fraction of their
luminosity at radio frequencies. This radio emission is frequently arranged as jets
or lobes emanating from the optical nucleus. Nearby radio galaxies and quasars are
frequently found to be giant elliptical galaxies at the centres of galaxy clusters, and
in many cases may be fueled by cooling flows from the cluster gas (Burns, White &

Hough 1981, Jones & Forman 1984).

Narrow emission line galaxies or NELGs are those galaxies with only narrow
(< 1000kms™") emission lines in their optical spectra. This is a broad classification,
that includes Seyfert 2 galaxies as well as low ionisation nuclear emission region
(LINER) galaxies, starburst and HII region-like galaxies. In starburst and HII
region-like galaxies the emission lines are believed to come from gas photo-ionised
by hot massive stars. LINERs are more ambiguous, and it is not clear whether the
emission line gas is illuminated by hot stars or non thermal emission from accretion
onto a massive black hole, or whether shocked gas, perhaps from supernovae, is
responsible for the emission lines. In many cases there is evidence that both a
massive black hole and star formation contribute to the emission (e.g. Gonzalez-
Delgado 1995); the relation between ‘real’ activity (i.e. accretion onto a massive

black hole) and star formation in NELGs is currently the subject of much debate.

Blazars are highly variable and highly polarised AGN. Optically violent vari-
ables (OVVs) show emission lines in their spectra, particularly when faint, while
BL Lacertae type objects (BL Lacs) have no emission lines. Both have strongly
enhanced continuum emission. These properties are thought to be the result of

relativistic beaming of synchrotron radiation. All blazars are radio loud.

1.1.3 The Basic Design of AGN

It is thought that AGN form a single family, and that all types of AGN have a
similar physical nature (Osterbrock 1993, Mushotzky, Done and Pounds 1993). It
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is possible to explain most of the observed properties of AGN using only a single
‘unified” model, in which the different types of AGN are explained by orientation
and luminosity effects. Fig. 1.1.3 illustrates the different components of an AGN in
the unified scheme. The essential features of the current AGN unified model are as

follows:

At the centre of an AGN a black hole accretes material, probably through an
accretion disk. Surrounding this, within a few light months of the central source,
are the high velocity broad line clouds, from which the permitted lines are emitted.
Of the order of a few parsecs from the central region, a massive, dusty, optically
thick molecular torus obscures the central regions from about half of the sky. In
two 1onisation cones, hundreds of parsecs in extent, around the axis of symmetry
of the torus, lies the low density forbidden line emitting region (the narrow line
region). When viewed end on (along the axis of symmetry of the torus) both the
broad and narrow line regions are seen (i.e. a Seyfert 1 type of spectrum is observed)
but when viewed edge on the broad line region is obscured by the molecular torus
and only the narrow lines are visible (i.e. a Seyfert 2 type of spectrum). A similar
description can explain the difference between broad line and narrow line radio
galaxies. When a radio galaxy is viewed straight down a radio jet, the relativistically

beamed continuum emission dominates the spectrum; this is a blazar.

1.1.4 Multiwavelength Spectra of AGN

To within an order of magnitude, the spectrum of a typical QSO from the far
infrared right up to hard X-ray frequencies is a power law of the form f, oc ™
where a ~ 1 (Weedman 1986). This means that approximately the same amount of
energy is emitted in each decade in frequency. Radio loud objects have a power law
spectrum that extends far into the radio, while the emission of radio quiet objects

dies at greater than a few mm wavelength. The multiwavelength spectrum becomes

progressively less smooth as luminosity decreases from the QSOs through Seyfert
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Is to Seyfert 2s. Seyfert 2 nuclei show strong absorption of blue, ultraviolet and
soft X—ray radiation by dust and gas; this is subsequently reemitted as the infrared
bump which is seen in both Seyfert type 1s and type 2s. Seyfert 1 nuclei frequently
have a strong excess of emission from ultraviolet to soft X—ray frequencies, called the
big blue bump. This is generally thought to be thermal in origin, from optically thin
gas near the central engine, or, more likely, from optically thick gas in an accretion
disk. A combination of blended Fell and Balmer lines produces another spectral
bump, called the small blue bump, around 4000 A. Radio emission (in those objects
which show it) is almost certainly synchrotron emission from relativistic electrons,

and has a power law form.

1.1.5 X-rays from AGN

In the 1970s it was established that X-ray emission was a common property of
AGN from the number of Seyfert 1 galaxies in the Ariel 5 sky survey catalogue. It
is now believed that there may no X-ray quiet Seyfert galaxies or QSOs. From 1

“ where a0 ~ 1;

to 10 keV, QSOs and Seyfert 1s have a powerlaw spectrum, F, = v~
this spectrum appears to be modified by reflection from cold material in Seyfert 1
galaxies, giving them have an effective observed spectral index of @ ~ 0.7 and an
Fe fluorescence line at 6.4 keV. Emission lines and absorption features from highly
ionised material, particularly OVII and OVIII, further modify the spectrum. An
additional soft excess component seems to be common in Seyfert 1 galaxies, with
30% of all hard X-ray selected AGN showing some excess below 1 keV (Turner &
Pounds 1989). It is thought that this soft excess may be the high energy tail of the

big blue bump seen from optical to ultraviolet wavelengths, although line emission
could equally account for it.

Seyfert 2 nuclei, which probably have obscured central regions, are photo-electrically
absorbed and are therefore harder sources, although their intrinsic unabsorbed spec-

tra may be the same as those of Seyfert 1s. They are probably an important source
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population in hard X-rays, where absorption by neutral material has a smaller effect.

Narrow emission line galaxies appear to have, on average, harder spectra than
QSOs (see Romero Colmenero et al. 1996 and Almaini et al. 1996 for observa-
tional evidence of this), but the heterogeneity of NELGs as a class, means that they

probably have a wide mix of X-ray spectra.

1.2 K Correction

The redshift of extragalactic objects, such as AGN, makes it necessary to correct
luminosities, so that all luminosities are over the same emitted band (without this
correction all luminosities are over the same observed bands and hence different
emitted bands for different redshifts). This emitted band is usually chosen to be the

detection band, hence at z = 0 no K correction is applied.
L= Lobs X [(corr(z)

where L, is the luminosity in the observers’ bandpass and L is the luminosity over
the same bandpass in the emitting object’s frame of reference. For an object with a

power law spectrum F, = kv=2°
Keorr(2) = (1 + Z)a0—1

This is the form of typical K corrections used in the X-ray regime.

The K correction is unity (and hence can be neglected) for ag = 1. If ag # 1
then neglecting the K-correction will result in spurious pure luminosity evolution
with redshift.

In practice, not all AGN have the same spectral index, and the K corrections
for individual AGN are not known. An average K correction is applied, equivalent
to the assumption that all AGN have the same spectral index. In the appendix
I discuss the more realistic assumption that AGN have a distribution of spectral

slopes, and how this affects the AGN luminosity function and evolution.
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1.3 Detection and Identification of AGN

To study the AGN population, we have to detect AGN, and distinguish them from
stars and ordinary galaxies. The selection of AGN is crucial to most of the work in
this thesis, so I review the various methods of obtaining AGN samples, and their
relative merits.

Optical spectroscopy is the only accurate way to classify and determine the
redshifts of AGN. It is not efficient to search for AGN by taking slit spectra of all
objects over a region of sky, because the sky density of AGN is less than that of
normal galaxies at faint magnitudes and less than that of galactic stars at bright
magnitudes. The advantage of optical spectroscopic surveys is that they are very
thorough; if good spectra are taken of every object down to some limiting magnitude,
it is unlikely that many AGN will be missed. With multi object spectrographs it is
possible to observe enough sources that a reasonable number of AGN are identified.
Faint galaxy redshift surveys, which use this technique, inevitably produce useful

samples of AGN as a by product.

Objective prism surveys have been successfully used to search for AGN; each
object within the field of view has a low resolution optical spectrum projected across
the detector. This is the method used by Markarian who looked for galaxy nuclei
with unusually strong ultraviolet emission. The technique is useful for finding bright,
nearby AGN. More recently the Palomar grism survey was successful in detecting
objects with strong emission lines down to M, ~ 18. A major advantage of prism
and grism surveys is that redshifts for most of the identified AGN are obtained
from the prism or grism spectra, leaving a relatively small number which require slit

spectroscopy.

Optical colour selection is one of the most successful methods for identifica-
tion of QSOs. The broadband spectra, and hence optical colours, of QSOs are very
different to those of galactic stars. The small proportion of objects which fulfil the
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colour selection criteria are then identified spectroscopically. The optical colours of
QSOs change with redshift because different parts of the intrinsic QSO spectrum
are seen at different redshifts through fixed observation passbands. It is important
that the redshift dependence of colour selection is taken into account when calcu-
lating the space density of colour selected QSOs. The most widely used QSO colour
selection is ultraviolet excess, known commonly as ‘UVX’ selection based on U — B

colour. It is only suitable for selection of QSOs with 0.3 < z < 2.2.

Variability can also be used to select QSOs: Hawkins & Veron (1995) success-
fully selected a sample of QSOs on the basis of long term optical variability. The
lack of colour dependence in this selection technique means that that there are no
obvious redshift dependent selection effects. Variability amplitude and time scale do
change with luminosity (Veron & Hawkins 1994) hence variability based selection

will have some luminosity dependent selection effects.

Radio selection is an effective method of selecting radio loud objects because
the sky density of other radio bright objects is low; at high galactic latitudes almost
all radio sources in flux limited samples are extragalactic (Peacock 1985). However,

most AGN are radio quiet, hence cannot be selected by radio emission.

Far infrared selection is efficient at selecting AGN, which have different TRAS
colours to most stars and star forming galaxies (Keel et al. 1988). This technique is
particularly effective for finding Seyfert 2 galaxies (see de Grijp et al. 1992), which

are difficult to select at other wavelengths due to their obscured nature.

X-ray emission is perhaps the most efficient method of selecting AGN. The
ROSAT UK Deep Survey finds AGN with a greater sky density than any other de-
tection method (Jones et al. 1995). Objects are spectroscopically observed on the
basis of X—ray emission, not X-ray colours, which minimises redshift dependent se-

lection effects. To date, large surveys have only been possible at soft X—ray energies,
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because of the lack of high spatial resolution instruments at hard X-ray energies.
Obscured sources (i.e. Seyfert 2s) are selected against at soft X-ray energies, be-
cause of their intrinsic photoelectric absorption. With the next generation of X-ray

observatories, hard X-ray surveys will make X-ray selection viable for these sources.
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1.4 The X-ray Background

The diffuse X-ray background was discovered by Giacconi (et al. 1962) using a
rocket borne instrument. Since then, the spectrum and isotropy of the background
have been measured from 0.1 keV to gamma ray (MeV) energies. Below 1 keV most
of the X-ray background originates within our own galaxy and is probably due to
a local bubble of hot gas (McCammon & Saunders 1990), but above 1 keV almost
all of the X-ray background is thought to be the integrated emission of unresolved
X-ray sources. The observed isotropy of the X-ray background at >3 keV and the
presence of a weak dipole anisotropy which is probably caused by the motion of
the Galaxy (Fabian & Barcons 1992) strongly suggests that it has an extragalactic
origin. A truly diffuse (intergalactic) origin for the extragalactic X-ray background
has been ruled out by the lack of Compton distortion in the shape of the cosmic
microwave background, which was measured by the COBFE satellite (Mather et al.
1990).

From 3 to 45 keV the spectrum of the X—ray background can be well fitted by a
~ 40 keV thermal bremsstrahlung model (Marshall et al. 1980). This is equivalent
to a power law with energy index o ~ 0.4 in the 1 - 7 keV band, which is the observed
spectrum from joint ROSAT and ASCA fitting (Chen et al. 1996). Between 0.5 and
1 keV the X—ray background is brighter and softer than an extrapolation of the >1
keV background; this may be due to the contribution of Seyfert galaxies and quasars
which have softer spectra (a ~ 1) than that of the background (Fabian & Barcons
1992). The X-ray background may harbour information about large scale structure
in the universe, and galaxy formation at early epochs. Determining how much of the
X-ray background is produced by AGN, NELGs, absorption line galaxies, clusters,
stars, etc., and at what energies the different classes of objects dominate, is clearly

of considerable importance.
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1.5 The Space Distribution of AGN

As AGN can be detected to a greater distance than any other class of object (up to
z ~ b to date), they are of great interest for what they can tell us about the universe
at earlier epochs. In this section I present a concise description of the mathematical
tools which are used for examining the AGN population and its change with cos-
mological epoch. A Friedman model universe has been assumed (i.e. the universe
is sufficiently rarefied that there is no pressure, and the cosmological constant A is
assumed to be zero.) Where possible, I have given equations which are applicable
for any value of the cosmological deceleration parameter ¢o. In this thesis T have
used go = 0 and go = 0.5 which is common in the literature; equations relevant to
both these specific cases are given here.

All observations have a limiting flux for detection, such that an object with a
flux less than this limit cannot be distinguished from the background or noise of the

detector. The flux over a band is related to the luminosity of a source by

L
(47 D) K oor,r

where S is flux, L is intrinsic luminosity, and K., is the K correction term. D is

the luminosity distance and is:

ol —qo+ qoz + (g0 — 1)(2q02 + 1)1/2)
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where ¢ is the speed of light, Hy is the Hubble constant, and z is the redshift.

The limiting luminosity for detection varies with distance and so we are seeing
different populations of AGN at different redshifts. To enable us to show what is
observed in terms of numbers of objects at different distances and luminosities we

use the luminosity function, ¢. This is defined as the number of objects detected
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per unit volume per unit luminosity interval, i.e.

2N
~ dvVdlL (1.1)

In general ¢ is a function of luminosity and redshift. For all calculations in this
thesis, the comoving volume has been used rather than the observed volume. The
comoving volume is the volume that a region of space would have if it was seen at
the present cosmological epoch. This comoving volume is obtained by integrating
the differential comoving volume, which is equal to (1 + z)* times the observed
differential volume.

The differential observed volume is
dV, = —cdtDde

where V, is the observed volume, D, is the angular distance, ¢ is light travel time
and € is solid angle.
D, = Di/(1+2)°

and
—dz
dt = ————— = 1.2
Ho(l _I_ 2)2 qo 0 ( )
—d
dt = : do > 0 (1.3)
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Hence the comoving volume, V. between here and redshift z; is:

21 A2+ 2%)2)%dz
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There are analytical expressions for the volume in the special cases g = 0 and

Go = 0.5:
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The comoving volume is independent of the expansion of the Universe, and hence
there is no density evolution of objects caused by this cosmological expansion.

Evolution in the comoving space density or luminosity of AGN, with redshift, is
seen as a change in ¢.

The two simplest forms of evolution are pure density and pure luminosity evo-
lution (PLE). In pure density evolution, the number of AGN per unit comoving
volume is assumed to evolve while the distribution of luminosities remains constant.
In PLE, the number of AGN per unit comoving volume remains constant, while the

luminosity of each AGN evolves.

1.5.1 Pure Luminosity Evolution

PLE has been a successful model for the evolution of AGN at X-ray, optical, and
radio wavelengths, although deviations from this model are seen at high redshift.
Most evolutionary models found in the literature for the last ten years have been
based on PLE.

In PLE, only the luminosities of AGN evolve, at a rate which is the same for
AGN of all luminosities. The space number density of objects remains constant,

which is equivalent to:

(L, z)dL = ¢o(Lo)dLo (1.4)

or in integral form

/L2 S(L, 2)dL, = /L°2 do(Lo)d Lo

L1 L01

where Lo is the de-evolved (i.e. z = 0) luminosity and ¢q is the de-evolved
(i.e. z = 0) luminosity function. This relation is used to determine the luminosity
function at any redshift if the de-evolved (z = 0) luminosity function is known. The

evolution is independent of luminosity, hence depends only on redshift:

L(z)= f(z) x Lo



Chapter 1 27

Changing the variable in the right hand side of equation 1.4 to L., we obtain

do(L/f(2))
f(z)

In the framework of a PLE model the XLF retains its shape at all redshifts,

d(L,z) = (1.5)

hence the XLF at any redshift depends on only the evolution law and the XLF at
zero redshift (hereafter z = 0 XLF).

1.5.2 Pure Density Evolution

Although PDE does not fit the current observations very well, it is important to
define it, since it may describe behaviour at high redshift where the luminosity
function is less well understood, and good models of the luminosity function may

be a combination of density evolution and luminosity evolution. For PDE:
L(z)= Lo

¢(z, L) = g(2)¢o(L) (1.6)

where Lo and ¢q are the luminosity and luminosity function respectively at z = 0.
Due to the luminosity independence of g(z), the XLF retains its shape at all redshifts
in PDE,.

1.5.3 Other Observable Quantities Related to the Luminos-
ity Function

It requires a large amount of observing time to obtain optical spectra of sufficient
quality to give reliable redshifts, and hence distances, for faint samples of AGN. The
number flux relation (number of sources N brighter than a flux S as a function of
S, often expressed as the log N - log S) is used as a tool for studying evolution
of faint samples without redshift information. The observed log N - log S at faint
fluxes can be compared to the predictions of evolution models, if the luminosity

function is known from brighter samples. The number of objects per unit volume



28

brighter than a given luminosity L is simply the integral of the differential luminosity
function from L to infinity, and so the luminosity function is related to the number

flux relation by:

00 00 v
N>S:/d/ (L, 2)2ldr
( ) 0 ? (47D2S5)K corr o(L,z) dz
The luminosity function can also be used to predict the number of AGN seen as

a function of redshift to a given limiting flux by:

dVv

N(> S, :/22d /OO L2l
(> 5z <2< 2) = ? (47D2S)K corr (L 2) dz

The luminosity function is also an essential tool for calculating the fraction of the
X-ray background due to the combined luminosity of AGN. This amounts to finding
the X-ray flux per square degree. The flux of each object with (L, z) multiplied by
(L, z) gives the flux per unit luminosity interval per unit volume. To obtain the
total X-ray background we must integrate over volume and luminosity, but this time
there is no limiting flux for detection, we simply integrate over given Luminosity (or

de-evolved Luminosity) and redshift ranges.

Zmazx maz L dV
I = / d / L, — L
XRB 0 ‘ Lomin P(L,2) (47 D} K corr dz

1.6 Evolution of the AGN Luminosity Function
at Non X-ray Wavelengths

Much of this thesis is concerned with the X—ray luminosity function of AGN, which is
discussed in detail in the next chapter. To put this work in context, I briefly describe

our current knowledge of the AGN luminosity function in other wavebands.

1.6.1 The Radio Luminosity Function

It has long been known (since Schmidt 1968), that the number of radio quasars

increases very rapidly with redshift such that the number of quasars per unit volume
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in the distant past is much greater than that observed locally, even after correcting
for cosmological expansion of the universe. Initially, the evolution was parameterised
as PDE, but this model was found to be a poor fit when quasar samples increased
in size. Dunlop and Peacock (1990) demonstrated that PLE could describe the
evolution of both quasars and radio galaxies, and that the strong evolution at low
redshift could not continue beyond z ~ 2. The different environment of radio loud
objects to that of radio quiet objects may lead to different evolutionary properties

between the two classes.

1.6.2 The Optical Luminosity Function

Soon after the evolution of radio quasars had been established, evolution was also
discovered in the Braccesi et al. (1970) optically selected sample of QSOs. Boyle
et al. (1988) showed that PLE is a good model for the evolution of QSOs using
a substantial UVX sample (> 400 QSOs) observed spectroscopically at the Anglo
Australian Telescope (AAT). For 0.3 < z < 2.2 the evolution can be modelled as
L o< (1 4 2)>*01 Subsequent samples of higher redshift QSOs have constrained
the luminosity function at z > 2.2. Hawkins & Veron 1995, using a variability
selected sample, proposed that the evolution slows from z ~ 1.5 to 2 ~ 2 and the
luminosity function is roughly constant for 2 < z < 3.2. However, in an analysis
of the Large Bright Quasar Survey (LBQS), which was conducted using several
complementary selection criteria, Hewett et al. (1993) propose that the luminosity
function continues to increase in the interval 2 < z < 3, although at a much reduced
rate compared to the evolution seen at z < 2. At z > 3 a decline in the luminosity
function with redshift is found by Hawkins & Veron (1996) using variability selection,
and by Schmidt et al. (1995) using the Palomar Transit Grism Survey.
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1.7 Evolution of NELGs

Redshift surveys conducted in the B and I bands (Ellis et al. 1996 and Lilly et al.
1995 respectively) show that blue galaxies, the majority of which are NELGs, are
evolving with cosmological epoch out to z ~ 1. It has not yet been determined
whether all blue galaxies, NELGs, or only some subclasses, are evolving. At faint
optical magnitudes, blue galaxies are very numerous; at B; = 25, blue galaxies
are overabundent by a factor of 5 - 15 compared with the expected numbers if the
population were not evolving with redshift (Tyson 1988). This evolution is not seen
in the red galaxy population.

Rowan-Robinson et al. (1993) find that faint radio sources, which are largely
spiral galaxies including many starbursts and some Seyferts, are evolving with PLE
at a similar rate to quasars. The low redshift of the sample, up to z ~ 0.5, means
that evolution at higher redshift has not been determined.

Surveys of Infrared Astronomy Satellite (IRAS) sources show that galaxies se-
lected by 60-micron emission are evolving strongly with cosmological epoch (Saun-
ders et al. 1990), although with IRAS samples PLE and PDE can not be dis-
tinguished. The limited sensitivity of IRAS means that IRAS galaxy samples are
dominated by objects with z < 0.1, and hence it has not been possible to study
evolution at z > 0.5. Most of the IRAS selected galaxies are NELGs, many of which
are starbursts and some of which are Seyferts. Much of the activity in IRAS galaxies

is believed to be related to galaxy mergers (Clements et al. 1996).
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Evolution of the RIXOS AGN

Luminosity Function

2.1 The X—ray Luminosity Function Before RIXOS

The first X—ray luminosity functions were constructed for AGN using data from
Uhuru (Pye and Warwick 1979) and HEAO 1 A-2 (Piccinotti et al. 1982), however
the sample sizes were so small that it was not possible to investigate evolution. A
major improvement in the sample sizes of AGN came with the Finstein satellite.
Using the 31 AGN found in the completely identified Einstein Medium Sensitivity
Survey, Maccacaro et al. (1983) proved that the X-ray luminosity function of AGN
was evolving.

The Finstein Extended Medium Sensitivity Survey (hereafter EMSS Gioia et al.
1990, Stocke et al. 1991) contains 421 AGN from a surveyed sky area of 778 deg?®.
It is still the largest single sample of X-ray selected AGN published, and is almost
complete in that 96% of the EMSS sources have been optically identified. Maccacaro

31
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et al. (1991) constructed the X-ray luminosity function of the EMSS AGN in several
redshift shells, showing the evolution with redshift visually, in a non parametric
way. The X-ray luminosity function of the EMSS AGN is clearly steeper at high
luminosities than at low luminosities; Maccacaro et al. (1991) used a two power law

form to model the luminosity function:
¢ =K\ L™ L < Lycar

qb = [X’QL_’Y2 L> Lbreak

where Lj,cqp 1s the luminosity at which the two power laws meet, and K and K, are
normalisations of the two power laws. Since we require the luminosity function to
be continuous, the two normalisations are not independent. A single normalisation
K is adequate, since

Ko = Ky /L)

The evolution of the EMSS AGN was successfully modelled by pure luminosity
evolution, and Della Ceca et al. (1992) showed that the evolution of the EMSS AGN

is better modelled as power law PLE,
L(z) = L(0)(1 + 2)¢ (2.1)
than as PLE which is exponential with look back time.
L(z) = L(0)e“" (2.2)
where 7 is look back time,
r=z/(142) =0
T=1-1/(1+2) ¢ =05

In both cases, C' is the parameter which defines the speed of evolution. Maccacaro
found bestfit values of €' = 2.56 4+ 0.17 for the power law evolution model, and
C' = 4.18 £ 0.35 for the exponential model, where errors are 1o. The relatively high
flux limit of the EMSS (typically > 10~"?erg s™' ¢m™2 in the energy range 0.3 to 3.5
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keV) means that it is dominated by low redshift objects (median z ~ 0.2). Evolution
and the luminosity function at high redshift could not be constrained using only the
13 EMSS AGN with z > 1.5; fainter samples were required to examine evolution
over a greater area of (L,z) parameter space. Deeper Finstein surveys (Primini et
al. 1991) identified only 11 AGN, and less than 70% of the sources were optically
identified.

Only ROSAT , with its high sensitivity, low instrumental background and good
spatial resolution, has made large deep surveys possible. The survey of Boyle
et al. (1994) included 107 broad line AGN discovered in 5 deep ROSAT point-
ings. This survey covers about 1.5 deg? and probes to flux levels lower than 4 x
10~ "%erg s™! em™2 (0.5 to 2.0 keV), but is only 70% complete at this flux limit. In
Boyle et al. (1994), and Boyle et al. (1993), it was proposed that evolution may stop
at high redshifts z > 2 and that evolution was occurring at a faster rate than found
by Maccacaro et al. (1991) and Della Ceca et al. (1992). This conclusion was based
on results obtained by adding the faint ROSAT AGN sample to the EMSS AGN
sample, and is very sensitive to the conversion of Finstein to ROSAT fluxes. The
ROSAT survey of Boyle et al. (1994) has very little overlap in source fluxes with
the EMSS, so a comparison of the log N - log S relations to check for consistency

is not practical.

A number of other ROSAT surveys have been used to construct samples of AGN
suitable for investigation of the X—ray luminosity function and were contemporary

with this work. They will be discussed in detail in Chapters 3 and 4.

2.2 The ROSAT International X-ray Optical Sur-

vey

The ROSAT International X-ray Optical Survey (hereafter RIXOS, see Mason et

al. in preparation) was a program to optically identify serendipitously discovered
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ROSAT X-ray sources. Deep (exposure > 8000s) ROSAT pointings were searched
for X-ray sources, which were subsequently identified using optical spectroscopy.
The RIXOS project was awarded international time on four optical telescopes at
La Palma by the Comite Cientifico International. The large scale of the project
meant that the observations and reduction of both X-ray and optical data were
undertaken by a considerable number of people at a number of institutions. I went
to three spectroscopic observing runs, and most of my share of the workload was

reducing a significant proportion of the RIXOS optical spectra.

2.2.1 X-ray Observations

I will describe only briefly the points relevant to the work in this thesis, because I

was not involved directly with either obtaining or reducing the X-ray observations

which were used for RIXOS.

The majority of X-ray data reduction took place at MPE in Germany. Initially,
40 ROSAT fields were searched. More were added to suit optical telescope scheduling
as required; ultimately 98 ROSAT pointings were searched for sources. All the fields
were in regions of high galactic latitude (|b] > 28°) to ensure a high proportion
of extragalactic objects, and most fields have a low galactic column (Ng < 3 X
10*°em=?) according to the survey of Stark et al. (1992). All fields were reasonably
long exposures (>8,000 s), some longer than 30,000 s. A sliding cell source detection
algorithm was used to detect sources in the 0.4 to 2.4 keV band, the poorer point
spread function, interstellar absorption, diffuse Galactic X-ray emission, and the
increased contribution of Galactic stars complicate the detection of extragalactic
sources 1n the 0.1 to 0.4 keV band. The positions of the X-ray sources were then
cross correlated with positions of optical objects in the field of view to correct
for small pointing inaccuracies of ROSAT . The flux of each detected source was
calculated from the count rate assuming an intrinsic spectral slope ax = 1, which

is approximately the slope found for AGN in this energy range, and all sources were
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corrected for absorption by Galactic Ny. Sources more than 17 arc minutes off
axis have been excluded due to their larger positional uncertainty (the point spread
function of ROSAT deteriorates as off axis angle increases) and possible masking by
the detector window support structure. The target of each observation and sources
very close by (< 3 arc minutes) have also been excluded, so that RIXOS consists of

only serendipitous sources.

Only sources with fluxes of greater than 3.0 x 10~ '*erg s™* em™2 (0.5 to 2.0
keV) have been used. At this flux limit, all the X-ray sources are substantially
above the 5o detection threshold and source confusion is not a significant problem;
the RIXOS X-ray source lists can therefore be considered statistically complete.
RIXOS source positions are well determined, with 1o error circles typically of 10 arc
seconds diameter for point sources. This level of positional accuracy is essential for

effective optical identification.

2.2.2 Optical Observations

The X-ray source positions were cross correlated with large astronomical databases
including NED, SIMBAD and LEDA. X-ray sources coincident with likely cata-
logued counterparts (e.g. catalogued QSOs) were considered identified and were not
observed spectroscopically; in cases where catalogue identification was ambiguous
(for example catalogue objects without accurate positions) the X-ray source was

included in the optical observing program.

The automatic plate measuring (APM) facility at the Royal Greenwich Obser-
vatory, Cambridge, and the Palomar Sky Survey E and O plates were used to make
finding charts for each X-ray source. Error circles of the X-ray position were then
superimposed. Where the APM finding charts were not sufficient (for example if
no optical counterparts appeared near the X—ray source position) CCD images were
obtained using the 2m Nordic Optical Telescope (NOT), the 2.5m Isaac Newton
Telescope (INT), the Im Jacobus Kapteyn Telescope (JKT), and if the source posi-
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tion was still blank, the 4.5m William Herschel Telescope.

Optical spectra were taken of optical counterparts within the 1o error circle of
each X-ray source. If no likely counterpart was found, the optical counterparts
in the larger 20 and 3o error circles were investigated. The majority of the optical
identification was performed using the intermediate dispersion imaging spectrograph
(ISIS) on the WHT and the faint object spectrograph (FOS) on the INT. ISIS is
a two arm spectrograph with CCD detectors; it was used with the 5,400A dichroic
and the R300B (blue arm) and R158 (red arm) gratings, resulting in wavelength
ranges of approximately 3,900A — 5,400 A for the blue arm and 5,200A — 8,300A
for the red arm. Most observations were taken through a 1 arc second slit, giving
a resolution of ~ 6A for the red arm and ~ 3A for the blue arm. FOS is a fixed
format spectrograph with a cross disperser and covers the wavelength range 5,200A
~10,000A (first order) and 3600A — 5500A (second order). It was used with a 1 arc
second slit to give a resolution of about 15A (first order) and 8A (second order). The
intermediate dispersion spectrograph (IDS) on the INT was used for high resolution
spectroscopy of bright star optical counterparts, and was used for low resolution
spectroscopy (~ 20 &) with a wavelength range of 3,000 — 10,000 A, when FOS
was unavailable in 1995. Observations were made at the paralactic angle, except
for some cluster candidates, when the slit was positioned to observe two or more

galaxies simultaneously.

Optical counterparts were reobserved if the spectra were not of sufficient quality.
As well as improving the overall completeness, reobserving objects that could not be
identified on the basis of their original spectrum was essential to prevent selection
effects within the AGN sample, such as the loss of AGN with z ~ 0.7, whose only
strong emission line in the ISIS wavelength range, MgIT 2798A, occurs in the noisy

region where the red and blue spectra are merged.
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2.2.3 Construction of the RIXOS AGN Sample

Owing to the limited amount of optical telescope time available, some X-ray sources
remain unobserved and/or unidentified. To obtain the optimum sample for study
of the AGN population, we have not used all the RIXOS fields to the intended
3 x 107 erg s™' em™2 flux limit. Of the 98 fields that were originally searched for
sources, | have excluded 17 fields, of which, 15 have had no optical identification,
1 is a repeat exposure of another field, and 1 has an error in the pointing position

which has made optical identification impossible.

This leaves 81 fields in which some or all of the X-ray sources have been observed.
In 62 fields, all objects have been identified or observed spectroscopically to the
intended flux limit of 3.0 x 10~!*erg s~ cm=2 (0.5 to 2.0 keV), while in each of the
other 19 fields some, but not all, of the X-ray sources have been observed to this

limit; these 19 fields are, however, fully observed to a flux of 8.4 x 10~ *erg s7! ¢cm™2

(0.5 to 2.0 keV) and are included in the RIXOS AGN sample with this flux limit.
It would be possible to include some of these 19 fields at a lower flux limit than
8.4 x 10~"erg s~' ecm™2 However, the limited observation time devoted to these
fields means that the identification rate below 8.4 x 10~"erg s~ cm™2 is lower than
for the 62 completely observed fields. Incompleteness and spectroscopic selection
effects would therefore be increased in the sample as a whole if more flux limits were

used.

It is important to stress that these limits are based on whether the X-ray sources
in a field have been observed, not on whether they are identified. As a result,
the completeness of the sample is representative of the spectroscopic success rate.
If completeness limits were assigned to each field on the basis of identification,
systematic biases will be present in the sample. For example, fields with fewer
sources would be more likely to be included to the lowest flux limit, while fields with
a large number of sources would be those most likely to contain unidentified sources,

and hence have higher completeness limits imposed. Allocating completeness limits
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on the basis of identification would result in a sample that was 100% complete
in that all the X-ray sources above the flux limits of their parent fields would be
identified; however this completeness level would not be representative of the actual
spectroscopic success rate.

Spectroscopic completeness of the fields used in the RIXOS AGN sample, as a

function of limiting flux, is shown in Figure 2.1.

At the lowest flux limit, 3.0 x 107'*erg s~ cm™2, the sample is 93% complete;
the remaining 7% of sources which are unidentified are those for which the optical
counterpart(s) were too faint for us to obtain reliable optical spectra. I have made
the assumption that the fraction of unidentified sources which are AGN is the same
as that for the identified sources. Accordingly, the sky area used for this analysis has
been corrected by multiplying the area by the fraction of sources identified; as the
unidentified fraction is small, this has only a small effect on the results. Since optical
completeness is a function of flux limit we have calculated the effective sky area
at 3.0 x 107 erg s7' em™2, 8.4 x 107 Merg s™! ¢cm™2, and three intermediate fluxes
corresponding to significant changes in spectroscopic completeness. Again, the high
level of completeness in RIXOS makes this a small correction, which has only a
small effect on the results. The number of ROSAT fields, corrected sky coverage

and identified fractions at their respective limiting fluxes are listed in Table 2.1.

2.2.4 Combination of the RIXOS and EMSS AGN Samples

The redshift distribution, N(z), of the 198 AGN in the RIXOS sample is shown
in Figure 2.2. The sample has a significantly higher median redshift, 0.6, than the
EMSS (0.2).

To obtain the largest possible working sample of AGN, the RIXOS and EMSS
surveys have been combined coherently (Avni & Bahcall 1980). This means that the

source lists have been merged, and are treated as though each AGN could have been

detected in any of the EMSS or RIXOS fields which have a flux limit lower than the
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Figure 2.1: The identified fraction of sources, with flux greater than S. The calcu-
lation includes all sources from the 62 fields which are fully observed, and sources

with flux greater than 8.4 x 107 erg s' cm™? from the 19 fields used with this flux

limit.
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Table 2.1: RIXOS cumulative sky coverage corrected for incompleteness

Flux Limit Corrected Optically Number of
(erg s™! cm™?) Area Identified Fields
0.5 —2 keV (deg?) Fraction

3.0 x 10~ 14.16 93% 62
3.5 x 107 14.36 95% 62
5.0 x 107 14.73 97% 62
6.0 x 1071 15.09 99% 62
8.4 x 107 20.04 99% 81

flux of the AGN. The few sources common to both samples are only included once,
and the overall sky area is corrected for overlapping fields. This combined sample
contains over 600 AGN and will be referred to as ‘RIXOS 4+ EMSS’ hereafter.

I use the same AGN classification criteria in RIXOS as Stocke et al. (1991)
use for the EMSS, which means that any object with at least one broad (FWHM
> 1000km/s ) emission line and /or [OI11]5007 > [OII]3727 has been included in the
AGN sample. This classification scheme has been followed to avoid any significant
difference between the RIXOS and EMSS optical selection. The RIXOS AGN sample
(like the EMSS AGN sample) does include some objects for which only narrow lines
( FWHM < 1000km/s ) are visible; the effect of excluding these narrow line objects
is discussed in Section 2.6.2.

To correct the EMSS sample for incompleteness, the EMSS ‘expected” AGN (see
Maccacaro et al. 1991) have been included in the EMSS and EMSS + RIXOS
samples. An AGN power law X-ray spectral index, ax = 1, has been assumed.
This is appropriate for both the EMSS AGN which have a median X-ray slope
of ax = 1.03 £ 0.05 (Maccacaro et al. 1988) and the RIXOS AGN which have
a median X-ray slope of ax = 1.05 £ 0.05, (see Mittaz et al. 1997). Boyle et

al. (1994) and Maccacaro et al. (1991), also assumed an X-ray spectral slope of
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ayx = 1, hence the results of these authors can be directly compared to the results
obtained here. The X-ray luminosity - redshift (Lx,z) distribution for the RIXOS
and EMSS AGN are compared in Figure 2.3. As expected from a deeper survey, the
RIXOS AGN typically have lower luminosity and/or higher redshift than the EMSS
AGN. The combined RIXOS + EMSS sample clearly has greatly improved coverage
of parameter space than either RIXOS or the EMSS alone, and therefore provides

a more stringent test of evolution models.

2.3 Log N— Log S

The survey of Boyle et al. (1994) contains a larger number of AGN than would be
predicted by extrapolating the EMSS log N — log S to lower fluxes; these authors
suggested that this may be partly due to an error in their conversion from ROSAT
to Finstein fluxes. In practice there are a number of factors which might affect the
relative source counts and/or fluxes of the two samples, including differences in the
source detection and parameterisation algorithms, uncertainties in the detector re-
sponse matrices used to transform count rates to fluxes, uncertainties in the spectral
form used to convert from fluxes in the Finstein 0.3 to 3.5 keV band to the ROSAT
0.5 to 2.0 keV band and the effects of incompleteness or other biases.

To assess these effects Figure 2.4 compares the integral log N — log S for the
RIXOS and EMSS AGN. This plot is derived using a conversion factor (CF) of 1.8
between the fluxes in the two bands which is appropriate for a powerlaw spectrum of
ax = 1 if we use the standard published response matrices for ROSAT and Finstein
. It is clear that RIXOS has a larger number of sources than the EMSS by about
30% at almost all fluxes when using this conversion. Although RIXOS samples a
larger area than the EMSS at low fluxes, there is significant overlap in the fluxes of
objects found in the two samples, and there is thus no physical reason why the log
N —log S relations of the two surveys should be different.

Further investigation of the reasons for this discrepancy is beyond the scope of
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Figure 2.3: X-ray luminosity and redshift of RIXOS AGN (closed squares) and
EMSS AGN (open triangles). Luminosities have been calculated using go = 0.
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this thesis. Instead, | parameterise the discrepancy empirically, and investigate to
what extent the uncertainty in this number affects the results on AGN evolution
when I combine the RIXOS and EMSS samples. The device used for this empirical
parameterisation is to find the CF for which the two log N — log S relations are
consistent. At the flux limits of the EMSS and RIXOS the N(S) relation is well
fit by a power law. Using maximum likelihood, the two samples have been fitted

simultaneously with a single power law slope but different normalisations.

dN

45 = kpS™" EMSS objects, S(0.3 — 3.5keV)
dN _ :

I krS™" RIXOS objects, S(0.5 — 2.0keV)

There are two free parameters in this fit, the power law slope 4 and the difference
between the two normalisations (kg/kg); the actual normalisations are found by
requiring that the number of objects predicted by the log N — log S for the sky
coverage of RIXOS plus the sky coverage of the EMSS is equal to the total in
RIXOS plus the total in the EMSS. The normalisation difference should be related
simply to the empirical CF from ROSAT to Finstein fluxes by

CF = (kE/kR)l/(w—l)

We assumed upper flux limitsof 2x 10~ 'erg s™' ¢cm=2 (0.3 to 3.5 keV) and 10~ "2erg s~! ¢

(0.5 to 2.0 keV) for the EMSS and RIXOS respectively, to reflect the selection
against very bright sources in these surveys. This has only a small effect on the
results; changing the upper flux limits to any reasonable value (or removing them)
changes the best fit by only a fraction of the 1 o statistical errors quoted below. The
best fit slope v is found to be 2.56, consistent with the slopes found when the two
samples are fit independently, 2.61 £ 0.06 for the EMSS and 2.45 4+ 0.11 for RIXOS,
where errors are 1 o. Since the slope of the EMSS log N — log S curve is actually
steeper than (although consistent with) that of RIXOS, there is no evidence from
this comparison to support previous claims about incompleteness in the EMSS (e.g.

Franceschini et al. 1994) in which incompleteness is thought to be a problem at low

-2
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fluxes. The best fit CF is found to be 1.4740.11; again errors are 1 . The standard
conversion factor of 1.8 is thus significantly different (rejected at >99.0%) from that
found by matching the log N-log S curves. There is, however, no evidence from the
RIXOS and EMSS log N - log S that the CF should be as small as 1.0, a possibility
considered in Boyle et al. (1994).

To assess the impact of the different conversion factors on AGN evolutionary
models, values of 1.47 and 1.8 have both been used in the subsequent analysis
and the results compared. Note that except where stated otherwise, all fluxes and

luminosities quoted are 0.5 to 2.0 keV, i.e. the Finstein fluxes have been converted

to the ROSAT flux band.

2.4 Evolution Testing and Fitting the Luminosity

Function

2.4.1 (V./V})

It is possible to test for evolution in a sample of AGN with the (V./V,) variable
described in Avni and Bahcall(1980). In this technique, each AGN is assigned a
value V. /V, where V. is the volume enclosed by the object (i.e. the total volume
searched in the survey between here and the object) and V; is the volume available
to the object (i.e. the total volume of the survey in which the object could have
been detected). V. is a function of the object’s redshift while V; is a function of the
object’s intrinsic luminosity. (V./V,), the mean of V./V, is then determined from
the whole sample. If the objects are uniformly distributed in space then (V./V,)
should be equal to 0.5 within its statistical uncertainty, and the individual values
of V./V, should be uniformly distributed between 0 and 1 (normally checked using
a Kolmogorov Smirnov test, see Press et al. 1992). A (V./V,) of greater than 0.5
indicates that that objects are found preferentially at greater than average distances,

and hence that the density of objects is increasing with redshift. (V./V,) less than
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0.5 indicates that objects are found preferentially at smaller than average distances,
hence that the either the space density of objects is decreasing with redshift, or that
the completeness limits of the sample have been overestimated and objects which
should have been included in the sample have been missed.

For testing pure density evolution (PDE) models, a related test, (V//V/), uses
weighted volumes V! and V.

Vi(z) = [ a(z)av(z)

where p is the comoving density of observable objects determined from an evolution-
ary model. A model is acceptable if (V!/V]) = 0.5 within its statistical uncertainty
and the individual values of V! /V! are consistent with a uniform distribution between
0 and 1.

To test pure luminosity evolution (PLE) models, a modified version of the V. /V,
test is used. The volume available to an object, V,, is calculated under the assump-
tion that it evolves according to the PLE model being tested. If the PLE model
describes AGN luminosities increasing with redshift, then the volume available to
each object V, will be larger than in the no-evolution case. V, is calculated as nor-
mal. As before, an evolution model is deemed acceptable if (V./V,) = 0.5 within
its statistical uncertainty and the individual values of V./V, are consistent with a
uniform distribution between 0 and 1.

To investigate single parameter PLE models, without simultaneously modelling
the z = 0 XLF, I use (V./V,) tests in distinct redshift shells. In this case, V,
is adjusted so that the highest redshift at which an object could be detected is
truncated if it exceeds the top of the redshift interval; the volume between the
observer and the bottom of the redshift interval is subtracted from both V, and V.
The bins are chosen so that within each shell the evolution parameter has a 68%
confidence region of about +20% its value over the entire redshift range; this is a
good compromise between resolution in redshift and constraint of the evolutionary

properties of each bin. Use of (V./V,) in redshift shells is discussed in detail in Della



48

Ceca et al. (1992).

We have also used the (V./V,) test to examine evolution at high redshift in a
model independent way. In this case the (V./V,) test has been applied in the redshift
interval z, < z < 3.5, where z; is the lower limit of the interval and is varied. Here,
the test is used with no evolutionary model, and is capable of determining whether
the data are consistent with the no evolution hypothesis between z;, < z < 3.5, and if
not, whether the luminosity function is increasing with redshift ((V./V,) > 0.5), or
decreasing with redshift ((V./V,) < 0.5). This use of the (V./V,) test is described
in more detail in Dunlop and Peacock (1990).

2.4.2 1/V,

The 1/V, statistic is widely used to construct a binned luminosity function. In
this method, the space density of objects within a luminosity bin is determined
by summing 1/V, (where V, is defined above) for all the objects within that bin.
The space density in each luminosity bin is then divided by AL, the width of the

luminosity bin, to convert from space density to the luminosity function. The lo

. . . . 1 N 1 2
uncertainty in each bin is computed as z71/>-,2; (‘/—(2)) .

Like (V./V,) it is easy to use 1/V, within redshift intervals, in which case V, is
adjusted as described above for (V. /V,). T use the 1/V, statistic to produce a binned
luminosity function in distinct redshift shells, which makes it possible to examine
the evolution with the luminosity function without modelling either the luminosity
function or the evolution. It is useful to compare model luminosity functions with the
1/V, estimate to see how consistent they are at different luminosities and redshifts.
For easy comparison with the binned luminosity function of Maccacaro el al. 1991,
the same redshift intervals have been used, corresponding to intervals in look back

time 7 of 0.15.
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2.4.3 Maximum Likelihood Fitting

The maximum likelihood method (Crawford, Jauncey and Murdoch 1970) has been
used to obtain best fit evolution parameter(s) and z = 0 XLF for each evolution
model, utilising the full RIXOS 4+ EMSS sample of AGN. In this method, the prob-
ability density of observing the observed distribution of objects is maximised. The
probability density P; of observing an object with Luminosity [; and redshift z; is

¢(L, 2)

b= [dz [ (L, 2)dL

where the double integral is performed over all observable redshift luminosity space.

The overall probability density P of the observed distribution of objects is therefore

where N is the number of objects in the sample. This is equivalent to minimising
S which is defined as
N
S = —ln(P) = Z_PZ
=1

Confidence regions can then be estimated by finding parameter values which give
increased S, in the same way that Ay? is used in x? fitting. This technique involves
simultaneously fitting the evolution and the z = 0 XLF. There are four or five free
parameters (three from the z = 0 XLF, 71, 72, and Lpcqar, plus either one or two
from the evolution model) in fitting the models considered in this chapter. The
normalisation of the z = 0 XLF is set so that the total number of objects predicted
by the model is equal to the number in the sample, and is not a free parameter in
the fit.

Models have been fit, and subsequently tested, in the redshift and de-evolved
luminosity plane over a range that includes all parameter values found in RIXOS
and the EMSS, (0 < z < 3.5,10* < Ly < 10*7) where Lg is the de-evolved 0.5 -
2.0 keV luminosity in erg s™'; note that Lg is model dependent. Since there is no

selection criterion based on observed X-ray luminosity, in this analysis, which would
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correspond to the Mp < —23 requirement often used optical QSO surveys, the test
has not been performed over an interval in observed luminosity. Imposing a lower

limit to observed luminosity in this way would introduce implicit density evolution

to a PLE model (see Kassiola and Mathez 1990), and is hence undesirable.

2.4.4 The 2 Dimensional Kolmogorov Smirnov Test

To test the acceptability of evolutionary models, the two dimensional Kolmogorov-
Smirnov (2D K.S.) test has been used. This test works on a similar principle to the
ordinary 1 dimensional Kolmogorov Smirnov test which uses the largest difference D
between the cumulative observed distribution and the cumulative model distribution
to determine if the model is acceptable. In 2 dimensions, the model predicted number
is compared to the observed number in each of the four quadrants (z > X,y > Y),
(x> X,y <Y) (z < X,y >Y),and (z < X,y < Y), about the point (X,Y)
on the x - y plane. Two alternatives have been used in the literature, the test
described by Peacock (1983), and the test of Fasano & Franceschini (1987), which
is also described in Press et al. (1992). The test of Peacock (1983) compares the
model and predicted numbers around every combination of X; and Y; where source
¢ has position (X;,Y;) and source j has position (X;,Y;), while that of Fasano &
Franceschini (1987) only compares the model and observed numbers around each
data point (X;, Y;). The test of Fasano & Franceschini (1987) requires less computing
time: it requires of order N operations for a sample of N data points, while the test
of Peacock (1983) requires N? operations. The result of either test is expressed
as the chance probability of obtaining D, greater than that observed, if the data
were drawn from the model distribution, and is referred to as P(>D). Low values of

P(>D) indicate a poor model fit.

It is important to use the test most effective at rejecting poor models and ac-
cepting good models for the RIXOS and EMSS datasets, to ensure confidence in the

results. To assess the most appropriate test to use, both were applied to simulated
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data as follows:

The two best fit XLFs and evolution models (see Section 2.1) from Maccacaro
el al. (1991) were used to produce 200 simulated samples of AGN, 100 from each
evolution model. Fach sample was constructed using two completeness limits, ap-
propriate to the RIXOS and EMSS samples respectively. The number of objects in
each simulated sample was between 400 and 600, similar to the number of objects
in the combined RIXOS + EMSS sample, and the tests were performed over exactly
the same plane as those used on the real sample (see Section 2.4.3). In this way,
the 2D K.S. tests were evaluated under very similar conditions to those under which
they were actually to be applied. Each sample was tested once against its own par-
ent XLF and evolutionary model, and once against the other, so that 200 tests were
performed with correct models and 200 with incorrect models. The results of the

two tests applied to the simulated data are shown in Figure 2.5.

The Peacock test rejected 100 incorrect models (50%) at the 95% level and 6
correct models, while the Fasano & Franceschini test rejected 84 incorrect models
(42%) and 10 correct models. This indicates that the 2D K.S. test of Peacock is
more efficient at distinguishing between good and bad models of our data. Because
the EMSS and RIXOS contain a very large range of sky coverage at different com-
pleteness limits, the combined RIXOS + EMSS sample has a slightly lower redshift
- de-evolved luminosity correlation coefficient (typically 0.43, but dependent on cos-
mological and evolutionary model) than the simulation models (typically 0.5 to 0.7).
According to Fasano & Franceschini (1987), their test reaches maximum efficiency
when compared to that of Peacock (1983) at higher correlation coefficients, and so
it is reasonable to assume the results obtained from our simulations should hold for
the actual data to be tested. The test of Peacock (1983) has therefore been used in
this thesis.
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Figure 2.5: Results of applying the two different 2D K.S. tests to simulated data.



Chapter 2

Table 2.2: Results of fitting evolution models

model CF g0 zewr C ¢ Ki* v v logio  Ixrg? P(>D) P(>D) P(>D)
(Lirear)© RIXOS RIXOS EMSS
+EMSS
(1+42)¢ 1.8 00 - 266 - 2.18 1.68 3.38  3.59 8.24  0.020 0.26 0.036
eCT 1.8 0.0 - 474 - 1.59 1.64 3.23  3.29 7.31  0.033 0.047 0.033
(1+42¢ 1.8 0.0 1.82 291 - 1.83 1.65 3.30  3.49 6.88 0.27 0.62  0.096
10€2+C12* 18 0.0 - 1.10 —0.230 1.56 1.62 3.27  3.52 6.47 0.36 0.45 0.17
(1+42¢ 18 05 - 235 - 1.75 1.62 3.38  3.57 456  0.015 0.62  0.017
eCT 1.8 05 - 382 - 1.37 1.63 3.32  3.20 471  0.019  0.21 0.0048
(1+2)¢ 1.8 05 1.42 2.94 - 1.22 1.57 3.30  3.38 4.18 0.69 0.24 0.25
10€24€12* 18 05 - 1.07 —0.238 1.48 1.60 3.33  3.46 4.20 0.58 058  0.21
(142 147 00 - 246 - 2.00 1.64 3.23  3.64 8.28  0.055 0.55  0.042
eCr 1.47 0.0 - 444 - 1.81 1.65 3.16  3.40 771 0.016 0.095 0.064
(142)¢ 1.47 0.0 1.82 2.72 - 2.19 1.66 3.23  3.60 7.35 0.22 0.86  0.19
10€2+C12* 147 00 - 1.04 —0.219 1.92 1.64 3.20  3.58 7.03 0.24 0.65 0.20
(142)¢ 147 05 - 219 - 1.64 1.59 3.23  3.62 4.88  0.049 1.2 0.019
eCr 1.47 05 - 347 - 1.52 1.61 3.19  3.31 486 0.026 0.24 0.045
(142)¢ 147 05 1.41 2.73 - 1.39 1.57 3.19  3.48 4.57 0.22 0.38  0.14
10€2+C12° 147 05 — 1.04 —0.238 1.54 1.58 3.22  3.51 4.69 0.38 0.80  0.18
+ERRORS
(14 2)¢ 0.08 0.08 0.08 0.10
eCT 0.20 0.07 0.08  0.05
(14 2)¢ 0.10 0.10 0.07 0.08 0.05
10C7+C122 0.06 0.03 0.10 0.09  0.06

¢K; in units of 10=#(10*%ergs=1)(m=1) Mpc—3

®Ixgrp in units of 1072 erg s~ cm™2sr™! (1 -2keV)

¢ Lpreqr 10 units of 1040erg s~

1
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2.5 Results

The best fit evolution parameters and luminosity functions have been obtained from
the combined RIXOS 4+ EMSS sample. As a check for consistency between the
two samples they have been tested for goodness of fit both individually and in
combination. Table 2.2 shows the results for the maximum likelihood and 2D K.S.
tests applied to the models that have been investigated. Errors quoted were obtained
using the method of Lampton, Margon and Bowyer (1976), and correspond to Ax?

=1, i.e. 68% confidence intervals for one interesting parameter.

2.5.1 The Simplest Models

I have fit the evolution of the combined sample using the two simple PLE models
used by Maccacaro et al. (1991), power law and exponential evolution, described
by equations 2.1 and 2.2 respectively. The 2D K.S. test rejects both these simple
models at the 95% level for the combined sample except the go = 0, CF = 1.47 case
where the power law model is just acceptable at the 95% level. Note that the case
where the 2D K.S. probability P(> D) is 1.2 indicates that the difference between
the expected and actual distributions is small, not that it is zero; it is possible for
the test of Peacock (1983) to produce values for the P(> D) larger than 1, in which
case it cannot be regarded as a probability, although the implication that a model
is a good fit if P(> D) is high is certainly true.

Figures 2.6 and 2.7 show binned 1/V, luminosity functions in redshift shells
against the best fit power law and exponential evolution model luminosity func-
tions. Figures 2.8 and 2.9 show evolution parameters acceptable at 68% for these
two evolution models derived from the (V./V,) test in redshift intervals. These
figures suggest that the exponential model fails because it requires unacceptably
rapid evolution at low redshift, (in Figure 2.9 the low redshift evolution parameter
lies below any value which would be consistent with z > 0.4), while the power law

model fails because it over predicts evolution at high redshift, (for z > 1.5 the model
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Figure 2.6: Binned 1/V, XLF and best fit power law evolution model XLF (dashed
lines) for ¢o = 0 and CF = 1.8.
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curves in Figure 2.6 lie well above the data). Evolution is slower at high redshift
in the exponential model than in the power law model, and hence in Figure 2.7 the
exponential model appears less discrepant at z > 1.5 than the power law model in

Figure 2.6. Figures 2.6 to 2.9 have been constructed using ¢o = 0, CF = 1.8.

2.5.2 Two Parameter Evolution Models

As both single parameter models are rejected by the 2D K.S. test, more complex
models have been investigated. From Figures 2.5 and 2.6 it appears there is lit-
tle difference in the slope of the luminosity function in different redshift bins, so
models in which the luminosity function changes slope with redshift have not been

considered. A power law model with a redshift cutoff, z.,;, where

L:Lox(l—l—z)c 2 < Zout

L= LO X (1 + Zcut)c 2 > Zeut

and alternatively, a polynomial evolution of the form
L = Lo x 10(C=+612%)

both have two free parameters for the evolution (plus three for the luminosity func-
tion). Both of these models are accepted at the 95% level by the 2D K.S. test
for the combined RIXOS + EMSS samples for both values of gy and CF; there
is little justification, from the 2D K.S. probabilities obtained, to prefer one of the
models. The similarity of the two models for z < 1.5 is illustrated by the predicted
N(z) relations plotted in Figure 2.2. The two evolution models are however rad-
ically different in shape beyond this redshift; in the polynomial evolution model,
luminosities decline after z ~ 2, and at z = 3.5 the expected number of objects at
3 x 107 "erg s™! ecm™? differs by a factor of 5 for the two models. A larger sample

of z > 2 objects are required to discriminate between them.
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Figure 2.8: Power law evolution parameter C' in redshift bins using the (V./V,) test
for go = 0 and CF = 1.8.



Chapter 2 59

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
//

Figure 2.9: Exponential evolution parameter C' in redshift bins using the (V./V,)
test for go = 0 and CF = 1.8.
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2.5.3 Evolution at High Redshift

It is seen in the previous section that PLE models in which evolution ceases or
changes direction at high redshift are found more acceptable than models where
evolution continues, for both values of ¢y and CF, indicating that evolution at z >
2 must be absent or slow compared to that at low redshift. As further evidence,
the results of the (V./V,) test from z = 2, to z = 3.5 for the combined RIXOS +
EMSS sample are shown in Figures 2.10 and 2.11. Both were constructed using a
CF of 1.8; when 1.47 is used, (V./V,) is a few percent lower; note that above z;, =
2.4 there are only 4 objects included in the test. From z, = 1.67, with 30 AGN, the
(V./V,) test shows the data to be consistent at the 68% level with no evolution for
both values of go and CF. The (V./V,) test used in this way is model independent,
and this result is not restricted to PLE models.

2.6 Discussion

2.6.1 Effect of Changing the CF

Although changing the ROSAT to Finstein CF from 1.8 to 1.47 does not appear
to affect the choice of model, (i.e. the power law with evolution cutoff and poly-
nomial models are both significantly more acceptable than the simple power law
and exponential models), it does have a significant effect on the best fit evolution
parameter(s) and the z = 0 XLF. In all cases the best fit parameters for CF = 1.47
are outside the 90% confidence region of the parameters for CF = 1.8; evolution is
slower, and the steep part of the XLF is less steep if the CF of 1.47 is used. The
slope of the low luminosity region of the XLF is affected little by the choice of CF.

2.6.2 Comparison with Previous Results

The evolution parameter, C', for the exponential model is consistent at 68% with

the EMSS value (C = 4.18 + 0.35 for g9 = 0) only for CF = 1.47, and its low
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Figure 2.10: (V./V,) test in the redshift interval z = z, to z = 3.5 using the RIXOS
+ EMSS sample for ¢o = 0.
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<V V>

Figure 2.11: (V./V,) test in the redshift interval z = 2z, to z = 3.5 using the RIXOS
+ EMSS sample for ¢o = 0.5.
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K.S. probability confirms the result of Della Ceca et al. (1991) that this model is
a poor description of AGN evolution. For the power law model, the value of C
obtained here is consistent with that found by Maccacaro et al. (1990) (2.56 +0.17
for go = 0) for both values of CF. The introduction of a cutoff in evolution at z =
1.8 significantly improves the 2D K.S. probability of the power law model for the
RIXOS + EMSS sample; the last column of Table 2.2 shows that the EMSS data
alone is also better fit with the evolution cutoff. Including an evolution cutoff at z
= 1.8 in a (V./V,) test to the EMSS data with a power law evolution model and ¢
= 0 gives C' = 2.74 + 0.20, almost identical to the RIXOS+EMSS value for CF =
1.47 and still consistent for CF = 1.8.

Comparing the CF = 1.8, go = 0 evolution parameters and z = 0 XLFs from the
RIXOS+EMSS sample with those of Boyle et al. (1994), we find similar values for
all but the exponential evolution model which evolves faster in Boyle et al. (1994).
For go = 0.5, there is less agreement, with the z = 0 XLFs of the exponential,
power law, and polynomial evolution laws having significantly lower values for 7,
(i.e. flatter slopes at low luminosity) in Boyle et al. (1994). The best fit go = 0.5
power law with evolution cutoff model in Boyle et al. (1994), while having a similar
z =0 XLF and evolution rate C', has a much higher cutoff redshift (z.,; = 1.7), than

the value found here, z.,; = 1.4 for go = 0.5.

It is notable that almost all of the models considered in this paper are found
more acceptable to the 2D K.S. test than in Boyle et al. (1994), in which almost all
models are rejected at > 99%. Boyle et al. used the test of Fasano & Franceschini
(1987), while we have used that of Peacock (1983). However we have also tested
our models against the RIXOS 4+ EMSS dataset using the test of Fasano & Frances-
chini, and do not find them to be rejected at > 99%. In Boyle et al. (1994), the
inclusion of narrow line objects gave significantly increased 2D K.S. probabilities,
(i.e. a better fit). However, narrow line objects which would be classified by Stocke
et al. as AGN have been included throughout this analysis. If we exclude these
objects, which are present in both the EMSS and RIXOS, we do find lower 2D K.S.
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probabilities, although the polynomial and power law with evolution cutoff models
are still acceptable at the 95% level while the simple power law and exponential
evolution models are not. For the z = 0 XLF, typically 4, is reduced by about 0.1
and Lp,cqr is increased by 25% to 50% depending on the specific PLE model and
choice of cosmology; the best fit values of 7, and z.,; change by no more than 0.02
and the evolution parameters remain within the errors quoted in Table 2.2. There

are no broad line objects with Lo < 2 x 10*erg s7'.

The poor model fits of Boyle et al. (1994) may be attributable to the conversion
between ROSAT and Finstein measured fluxes; the ROSAT sample of Boyle et al.
(1994) combined with the EMSS AGN using a CF of 1.8 shows an evolution rate too
high to be consistent with the EMSS sample alone. As we have discussed in Section
3, the effective CF from ROSAT to Finstein fluxes may be significantly lower than
1.8, and as seen in Table 2.2 a lower CF has the potential to reduce the evolution
rate of combined ROSAT and Finstein data. A lower CF could improve the model
fits and self consistency of the Boyle et al. (1994) results.

2.6.3 Fainter fluxes and the Soft X—ray Background

The log N - log S at faint fluxes derived from the CF = 1.8 models tested above,
and extended to z = 4 are shown in Figure 2.12. None of the model curves exceed
the total faint X—ray log N - log S obtained by fluctuation analysis in Hasinger et
al. (1993), or Barcons et al. (1994). Notably, the log N - log S curves at faint
fluxes for PLE are separated strongly by the value of gg used, while the specific
choice of PLE model has a comparatively minor effect. In a gy = 0.5 universe,
AGN undergoing PLE should represent between 30% and 45% of all sources with
S > 10"%erg s7' em™?; in contrast, in a gg = 0 universe AGN evolving in this way
would be expected to constitute between 55% and 100% of these sources. Above
3 x 107 erg s7' em™2 the log N - log S curves from the PLE models are all very

similar and represent the data well.
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The AGN contribution to the 1 — 2 keV X-ray background has been calculated
for 0 < z < 4, 10% < Ly < 10*7 (where Lg is the de-evolved 0.5 - 2 keV luminosity
in erg s™!) for all the models tested in Section 5 and is shown in Table 2.2 (column
entitled Ixrp). As expected from the log N - log S predictions, the contribution of
AGN to the X-ray background from these models has a stronger dependence on the
value of go than the choice of PLE model. The values for the AGN X-ray background
intensity given in Table 2.2 are in good agreement with those of Boyle et al. (1994).
A recent measurement of the X-ray background (Chen, Fabian and Gendreau 1996)
using both ASCA and ROSAT found an intensity of 1.46 x10 ®ergs™'cm™2sr™! (1
- 2 keV). Using this value, our acceptable models (power law with evolution cutoff
and polynomial) predict that AGN account for between 44% and 50% (g0 = 0) or
29% and 32% (qo = 0.5) of the 1 - 2 keV X-ray background, where these ranges
include the uncertainty in CF. Taking the value of 1.25 x10 %ergs™'em™2sr™! for
the 1 - 2 keV X-ray background (Hasinger 1992) used by Boyle et al. (1994), the
contribution from AGN rises to between 52% and 60% (go = 0) or 33% and 38%

(go = 0.5).

2.7 Conclusions

I have investigated the evolution of the XLF with redshift using a new sample of 198
X-ray selected AGN with a spectroscopic completeness of 93% at 3x 10~ *erg s=! cm
(0.5 to 2.0 keV). I find PLE models, consistent with our data, in which the XLF
declines or ceases to evolve beyond z ~ 1.8, and I find no evidence for evolution
beyond this redshift from the model independent (V./V,) test. Narrow emission
line galaxies at low redshift contaminating the AGN sample have little effect on the
derived evolution properties. Furthermore, these conclusions are insensitive to the
uncertainty in conversion of flux from the Einstein to ROSAT passbands, although

this has a significant effect on the z = 0 XLF and evolution rate for z < 1.8.

-2
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Evolution of X—ray selected

NELGs

3.1 Introduction

3.1.1 NELGs as a Component of X—ray Surveys

X-ray emission from NELGs was discovered in the 1970s during the optical identi-
fication of Ariel 5, SAS-3 and HEAO-A3 sources (Ward el al. 1978, Schnopper et
al. 1978, Griffiths et al. 1979). Subsequently, 31 X-ray sources in the EMSS were
identified with galaxies which showed only narrow emission lines in their discovery
spectra (Stocke et al. 1991). These are a mixture of starburst and Seyfert 2 galaxies
(Boyle et al. 1995b), although it has been argued that the high X-ray luminosities
of all these galaxies are due to active nuclei, i.e. are not stellar in origin (Halpern,
Helfand and Moran 1995). It must be noted that only 31 of the 835 X-ray sources
in the EMSS (< 4%) were identified as possible NELGs, and until the launch of
ROSAT it was not known that NELGs represented a large fraction of the sources

67



68

at less than the Einstein sensitivity limit of ~ 107 erg s7'em™2 (0.3 — 3.5 keV).

3.1.2 Previous Determinations of the X-ray Evolution of

NELGs

The importance of NELGs as contributors to the X—ray background and their possi-
ble relation to the rapidly evolving (optical) population of faint blue galaxies means
that the X-ray evolution of NELGs is of great interest. Previous investigations of
X-ray selected NELG evolution (Griffiths et al. 1996, Boyle et al. 1995a) have used
combinations of the EMSS NELGs (found among the ‘ambiguous’ AGN of Stocke
et al. 1991) and ROSAT discovered NELGs.

Boyle et al. (1995a) used 12 NELGs from the the Cambridge Cambridge ROSAT
Serendipity Survey (CRSS, see Boyle et al. 1995a) and all 31 of the EMSS ‘ambigu-
ous’ AGN. The CRSS has a flux limit of 2 x 107 *erg s7'em™2 (0.5 — 2 keV) and
covers ~ 4 deg?. Approximately 90% of the 123 X-ray sources have been optically
identified.

Although some of the ‘ambiguous” EMSS AGN have only narrow lines (FWHM<
1000km s™'), around 30% turn out to have broad Ha which could not be detected in
the EMSS optical spectra, in some cases because of poor signal-to-noise ratios, and in
others because the spectra did not include redshifted Ha (many of the EMSS spectra
were limited to A < 7000A). This is an important selection effect, because objects
which would have been classed as as broad line AGN at lower redshifts were classed
as EMSS ‘ambiguous’ AGN, and may have resulted in some spurious evolution of
the Boyle et al. (1995a) NELG XLF. The possibility of a similar selection effect in
the RIXOS and ROSAT UK Deep survey NELG samples is considered in Section
3.3.1

Griffiths et al. (1996) constructed their sample of 32 NELGs from the EMSS,
CRSS and from the deep ROSAT survey of Boyle et al. (1994). Using improved

optical spectroscopy, particularly of Ha , EMSS NELGs were separated from the
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other ‘ambiguous’ AGN which have Ho FWHM> 1000km s~!.

These studies have indicated that the NELG X-ray luminosity function is evolv-
ing rapidly with redshift, at a rate similar to the evolution rate of QSOs. Evolution
analysis of the subclasses of NELGs, e.g. the Seyfert 2 and starburst galaxies is

currently impossible because of the small sample sizes and the difficulty of assigning

NELGs to the individual classes.

3.2 RIXOS and the UK Deep Survey

In this chapter I test the results of Boyle et al. (1995a) and Griffiths et al. (1996)
using a sample of NELGs drawn exclusively from two ROSAT surveys, RIXOS, and
the UK Deep survey. The sample of NELGs studied here is completely independent
of those used by Boyle et al. (1995a) and Griffiths et al. (1996). The latter two
samples have objects in common, and hence are not independent of each other. As
in Chapter 2, I have assumed Hy = 50 km s™'Mpc™!; results obtained using values
of go = 0 and g9 = 0.5 are differentiated in the text.

RIXOS was described in Chapter 2; 17 X-ray sources were classified as NELGs,
almost all of which were included in the AGN sample used in Chapter 2.

The ROSAT UK Deep survey covers a much smaller area of sky than RIXOS,
0.16 deg?, but to a much lower flux limit, 2 x 107" erg s~'em™2 (0.5 — 2 keV), and
contains 18 NELGs. Full details of both the X-ray and optical observations of the
ROSAT UK Deep survey are given in McHardy et al. (1997). In total, 85% of the
ROSAT UK Deep survey sources are identified.

High completeness is essential since NELGs represent only a small proportion of
the total source population at high fluxes, and are among the most difficult sources
to identify due to the paucity of unambiguous features in their optical spectra.
The 7% of sources which are unidentified in RIXOS corresponds to 23 sources; this
is a very significant number when compared to the 17 NELGs in RIXOS. It is

therefore possible, although unlikely, that RIXOS is systematically underpopulated
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with NELGs. This is not as great a problem for the UK Deep survey, where only
11 sources remain unidentified compared to 18 NELGs. For the UK Deep survey,
a source of systematic error may be chance association of the X-ray positions with
faint galaxies. As explained in McHardy et al. (1997), the expected number of
chance coincidences with NELGs at any redshift and R< 21 mag is about 1.5. The
NELG identifications in the UK Deep survey are very secure: only 2 of the 18 NELGs
have R> 22 mag, and both of these are at sufficiently large redshift (z = 0.58 and
z = 0.60) that they are unlikely to be random coincidences between X-ray sources
and optical galaxies. All but 1 of the RIXOS NELGs have R< 20 mag; again
the faint NELG has a relatively high redshift (z = 0.43). Sky areas, corrected for
spectroscopic incompleteness, can be found in Chapter 2 for RIXOS, and Jones et
al. (1996) for the ROSAT UK Deep survey.

The two surveys are complementary in providing a sample of X-ray selected
NELGs covering a wide range of redshift — luminosity parameter space as shown in
Figure 3.1. The X-ray spectra of the NELGs detected in RIXOS and the UK Deep
survey have been fitted with power laws of the form F, o v~*X. The mean slope
found for the UK Deep survey NELGs is ax ~ 0.5 (Romero Colmenero et al. 1996)
while the mean slope found for the RIXOS NELGs is ax ~ 1 (Mittaz et al. 1997).
The way in which the value of ax affects the derived evolution will be examined in

the following sections.

3.3 Detection of Evolution

3.3.1 (V./V,) Testing

I have used the (V./V,) test described by Avni and Bahcall (1980) to test for evo-
lution in my NELG sample. When testing the RIXOS and UK Deep survey NELG
samples separately, spectral slopes of axy = 1 and ayxy = 0.5 respectively have been

used. The combined sample of RIXOS + UK Deep NELGs has been tested once
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Table 3.1: Results of (V./V,) tests. Errors quoted are 68% (95%) confidence com-
puted using the method of Avni and Bahcall (1980).

sample number of ox (V./VL)
NELGs

RIXOS 17 1.0 0.45 + 0.07 (£+0.13)
UK Deep 18 0.5 0.62 £+ 0.07 (+0.14)
UK Deep + RIXOS 35 1.0 0.66 + 0.05 (£0.10)
UK Deep + RIXOS 35 0.5 0.65 + 0.05 (+0.10)
UK Deep + RIXOS* 35 0.5/1.0 0.66 £ 0.05 (£0.10)
UK Deep + RIXOS? 35 0.5 0.62 + 0.05 (+0.10)
UK Deep® + RIXOS 31 0.5 0.60 + 0.05 (+0.10)
UK Deep + RIXOS, 0 < z < 0.23 17 0.5 0.58 £+ 0.07 (£0.14)
UK Deep + RIXOS, 0.23 < z < 0.6 18 0.5 0.61 £ 0.07 (+0.14)

2ax = 1.0 for RIXOS NELGs and ax = 0.5 for UK Deep NELGs
PRIXOS effective sky area at 3 x 10~ ergs~'em ™2 reduced by 30%

¢4 optically faintest NELG assumed to be chance associations

with each spectral index, and once with the mean spectral slopes of axy = 1 and
ayx = 0.5 assigned to the RIXOS and UK Deep NELGs respectively. A deceleration
parameter of go = 0 has been used; for o = 0.5, (V./V,) is different by no more
than 0.01.

The results of the test are shown in Table 3.1; errors given are 68% without
brackets, and 95% within brackets. Only the combined RIXOS + UK Deep sample
has sufficient coverage of parameter space to detect evolution; (V./V,) is greater
than 0.5 with 99% confidence, hence evolution is detected at the 99% confidence

level.

I have attempted to determine the effect that likely systematic errors may have



Chapter 3 73

on the test, as follows. If 10 of the 23 unidentified sources in RIXOS are NELGs,
and assuming that they have similar redshifts and luminosities to the 17 which are
identified, the RIXOS NELG sample is about 30% incomplete. I simulate this case
by reducing the effective sky area of RIXOS by 30% at 3 x 10~'ergs~'ecm=2, the
faintest flux limit in RIXOS, remembering that the unidentified fraction increases

as the flux limit becomes fainter.

I quantify the importance of the expected chance NELG identifications in the
UK Deep survey by removing the 4 optically faintest NELGs which, because of
the rapidly increasing surface density of galaxies towards fainter magnitudes, are

statistically the most likely to be chance associations.

I also consider a third possible systematic error, an optical selection effect caused
by the spectroscopic wavelength range used to classify X—ray sources in both RIXOS
and the UK Deep survey. At wavelengths longer than 8,000 A, the identification
spectra become increasingly noisy. AGN with a broad component to Ha but narrow
HpG, at z < 0.2 will be classified as AGN on the basis of the broad Ha. At z > 0.2
a broad base to Ha becomes difficult to distinguish from the noise, and so AGN
with broad Ha but narrow HB may be classified as NELGs. At z > 0.37 Ha is
redshifted completely out of the range of the identification spectra. It is therefore
probable that the number of broad Ha AGN that are classified as NELGs increases
with redshift at z > 0.2, imitating the evolution that I am trying to determine. I
investigate this effect by splitting my sample of NELGS between those with z < 0.23
and those with z > 0.23; this splits the sample when the observed wavelength of Ha
is just beyond 8,000 A. There are approximately equal numbers of NELGs in the
sample with z < 0.23 as z > 0.23, as seen in Figure 3.1, allowing a (V./V,) test to
be performed in both intervals.

It is seen in Table 3.1 that all of these systematic effects reduce the detection
significance of evolution, but, except when the sample is split by redshift, the evo-
lution is still significant at the 95% confidence level. When the sample is split by
redshift, (V./V,) is greater than 0.5 in both redshift ranges, proving that the appar-



74

ent evolution cannot be (entirely) due to the spectroscopic selection effect discussed
above. Hence it is unlikely that the evolution can be explained by selection effects

in the RIXOS and UK Deep survey NELG samples.

3.3.2 The NELG X-ray Luminosity Function

In Figure 3.2 T show the X-ray luminosity function of the RIXOS 4+ UK Deep
NELG sample. It has been constructed in two redshift ranges, 0 < z < 0.23 and
0.23 < z < 0.6, using the 1/V, method of Avni and Bahcall (1980), assuming go = 0.
As discussed earlier there are approximately equal numbers of NELGs with z > 0.23
and z < 0.23 in the sample. Evolution is apparent between the two redshift ranges:
¢ is larger in the higher redshift bin at all luminosities. In Figure 3.2, evolution
of the luminosity of NELGs corresponds to a displacement of ¢ along a line with
slope -1, while evolution of the space density of NELGs corresponds to a vertical
displacement of ¢. Either form of evolution could describe the change in ¢ between
the two redshift ranges; the shape of the luminosity function is not well enough

determined to distinguish between them.

3.4 Parameterising the Evolution

As discussed in the previous section, there are not sufficient NELGs in the sample to
distinguish between luminosity evolution and density evolution. However, I param-
eterise the evolution as PLE to compare my results to those of previous researchers,
and to compare the X—ray evolution of NELGs to that of broad line AGN. I consider

a power law PLE model of the form:
L(z)= Lo x (1 + z)c

which is used by Boyle et al. (1995a), Griffiths et al. (1996), and is widely used to
model the evolution of broad line AGN.
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Table 3.2: Evolution rates and luminosity functions fitted to the RIXOS + UK Deep
Survey NELG sample with maximum likelihood and (V./V,) tests. A spectral index

of ax = 0.5 has been assumed. Errors quoted are 68% (95%) for one interesting

parameter.
Note fitting go C C " Y2 Lyrear® K1* Ixgp®
range (Ve/Va) max likelihood
+0.3/40.4 +0.9,+1.5 +0.2,40.3 +0.3 +1.1 +0.2/40.7
0<z<l 0.5 3.4%;.(I75) 1.95g6(I10) 2.0555(Z05) 3.0505(50s) 25T05(5ps) 1.7 3.2
0.3,40.7 0.640.7 02,403 0.3,40.6 02,406
0<z<3 0.5 24%05(X0T) 08T05(F00) 1.9105(F0%) 3aF0R(F0Y) 26700(F0%) 14 2.6
+0.9,+2.0 +0.8+1.4 +0.2,40.3 +0.3,40.9 402,406
0<z<1 0 3.67,75(T5) L.8T5s(Ig) 2.0T05(Tgn) 31505 (50) 25%05(5gs) 15 4.4
0<oc3 0 26133(H09) LOTRI(IEY) 20703(103) 32%02(100) 27HI(RY) 15 s
d +1.0 4175 +0.6 +1.2 +0.2,40.3 +0.3,4+1.0 +0.2+40.7
0<z<l 0 27005 (T17y) 1.6T56(Tp7) 2.0T05(T0s) 3.0505(Tgs) 2.6T571(504) 1.9 5.0
13,426 0.6 415 02,403 0.2,41.0 02,407
¢ o<zl 0 27H0(RRG) 1¥0R(Hg7) 2.0703(H00) 3at0a(toR) 26%03(F0N) 17 39

040 1

? Lppeqk 1n units of 10*7erg s~
®K1 in units of 1073(10%erg s=1)("1=1) Mpc~3
¢Ixgrp in units of 1072 erg s™* em™2%sr=! (1 - 2 keV)

IRIXOS effective sky area at 3 x 10~ *erg s~'em™? reduced by 30%

°4 optically faintest NELG assumed to be chance associations
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3.4.1 (V,/V)

I have used the (V./V,) test to find acceptable evolution parameters, as described
by Maccacaro et al. (1983) and in Chapter 2 Section 2.4.1. This method has the
advantage of requiring no assumptions about the shape of the luminosity function,
and is the method used by Griffiths et al. (1996). Throughout I have assumed a
spectral index of ax = 0.5; adopting ax = 1.0 as do Boyle et al. (1995a) and
Griffiths et al. (1996) simply increases the evolution parameter C' by 0.5. The value
of C obtained from (V./V,) testing, is listed in Table 3.2. The evolution is only
constrained when the RIXOS + UK Deep sample is not split by survey or redshift.
I have imposed two different upper limits to the redshift over which the test is carried
out: performing the test over the very large redshift interval 0 < z < 3 results in
a reduced evolution rate compared to that obtained for 0 < z < 1. 1 have only
identified NELGs with 2z < 0.6, so imposing a limit of z = 1 is justified. It is seen
from the Canada France Redshift Survey (Lilly et al. 1995) that identification of
NELGs is possible to z = 1; at z > 1 the optical faintness of NELGs may make
them particularly difficult to identify. However, obtaining evolution parameters
using the larger redshift limit of z = 3 does illustrate that the results obtained
for z < 1 cannot be reliably extrapolated to higher redshifts when calculating the
contribution of NELGs to the X—ray background. The evolution rates obtained here
for 0 < z < 3 and go = 0 are consistent with those found by Griffiths et al. (1996)
using (V./V,) over the same range (remembering that 0.5 must be subtracted from
the values obtained by Griffiths et al. (1996) before comparison, because of the

different values of ax).

The errors quoted by Griffiths et al. (1996), for a sample of similar size to
that used here, are extremely small. The sample of NELGs used by Griffiths et al.
(1996) is drawn from three surveys (the EMSS, CRSS, and the deep survey described
in Boyle et al. 1994) which in total contain a very large number of unidentified

sources (>50) compared to their sample size of 32 NELGs. In addition, the evolution
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analysis of Griffiths et al. (1996) relies on a conversion from Finstein to ROSAT
fluxes, which may not be well determined (see Chapter 2 Section 2.3), particularly
given the lack of detailed knowledge of NELG X-ray spectra. It is also possible
that the EMSS is systematically lacking bright, nearby NELGs, because they were
observation targets and therefore excluded from the EMSS; 142 of the IPC images
used for the EMSS were targeted on galaxies (Gioia et al. 1990). Thus the potential
for systematic error is considerably larger in the sample of Griffiths et al. (1996),
than in this work. We suggest that the realistic uncertainty on the evolution of

NELGs is much larger than the uncertainty given by Griffiths et al. (1996).

3.4.2 Maximum Likelihood

I have also obtained values for the evolution parameter ', using a maximum likeli-

hood test and assuming a two power law luminosity function of the form
¢ = [/(IL_’YI L < Lbreak

qﬁ = [X/QL_,V2 L> Lbreak

where Ky = K /L}}..7; this is the method used by Boyle et al. (1995a). I have
used a de-evolved luminosity interval of 10%%erg s™' < Ly < 10*erg s™', and have
used two redshift ranges, 0 < z < 1 and 0 < z < 3, which are those used earlier to
determine C using the (V./V,) test; again I have used ax = 0.5.

The results of the maximum likelihood analysis are given in Table 3.2. Errors
quoted are 68% and 95% for one interesting parameter (Ax? = 1 and Ayx? = 4
respectively) obtained using the method of Lampton , Margon and Bowyer (1976).
The rate of PLE evolution obtained here from maximum likelihood testing is con-
sistent with, although somewhat lower than, that obtained by Boyle et al. (1995a).
The parameters are poorly constrained due to the small sample size; the errors
on my maximum likelihood fit parameters are similar to those found by Boyle et

al. (1995a) for a sample of similar size. Assuming that RIXOS has systematically
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missed some NELGs, or that some of the UK Deep survey NELGs are chance co-
incidences, leads to a lower evolution rate, but this difference is smaller than the
statistical error on the evolution parameter C.

I have tested the fitted models in Table 3.2 for goodness of fit, using the two di-
mensional Kolmogorov Smirnov tests of Peacock (1983), and Fasano & Franceschini
(1987); none of the models are rejected at 95%. My luminosity function parameters
are consistent with those of Boyle et al. (1995a) given the large uncertainties due
to the small sample sizes. Plotted in Figure 3.2. as dashed lines, are the luminos-
ity functions for 0 < z < 0.23 and 0.23 < z < 0.60 obtained from the maximum
likelihood fit in the interval 0 < z < 1 for go = 0. This model is an acceptable
representation of the data when compared to the 1/V, binned luminosity function
(also shown in Figure 3.2), but the model evolution between 0 < z < 0.23 and
0.23 < z < 0.60 appears to be slightly underestimated. This is in keeping with the
higher evolution rates obtained from (V./V,) testing. The reason for this discrep-
ancy is that no NELGs have been detected at z > 0.6 which has a significant effect
when fitting the luminosity function, but comparatively little effect on the (V./V,)
test (and none at all on the 1/V] binned luminosity function). The best fit evolution
parameters obtained from (V. /V,) for 0 < z < 3 are inconsistent with those found
by maximum likelihood at the 95% level. This discrepancy is indicative that the

evolution model is not representative of the data over the full redshift range.

3.5 Discussion

When considering what evolution models are reasonable for the NELG population
over a wide range of redshift (i.e. 0 < z < 3) and when comparing the NELG
evolution to the X-ray evolution of QSOs, one must consider the sources which are
not identified. In particular, the small number of unidentified sources (11) in the UK

Deep survey, with its low limiting flux, provides the most realistic constraint to the

number of high redshift NELGs which we could have failed to identify, but which
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reasonable evolution models predict should be present. Of course it is possible that
some of the Deep Survey sources are misidentified and may in fact be high redshift
NELGs. However, the approach taken by the Deep Survey team is conservative
(see McHardy et al. 1997) in that any source is classified as unidentified unless
the chance of the optical identification being correct is very high. To estimate
the misidentification rate in detail, each class of X-ray source must be considered

separately.

The QSOs make up the largest group (32) of Deep Survey X-ray sources. As-
suming an average X-ray error circle of ~ 10 arc seconds radius (a pessimistic
assumption, see McHardy et al. 1997) and the highest measured surface density
of QSOs to date (230 deg™? derived from the UK Deep survey itself, Jones et al.
1997) we would expect to have less than 0.5 chance coincidences between the X-ray
sources and the QSOs, i.e. one can reasonably assume that all of the QSO iden-
tifications are correct. Only 3 objects are identified with Galactic stars; these all
have optical to X-ray flux ratios typical of the active stars identified by Stocke et al.
(1991); it is unlikely that any of these 3 sources are misidentified. 6 X-ray sources
(of which two are extended) have been identified as clusters or groups of galaxies
on the basis of an over density of close companion galaxies, while 18 X-ray sources
have been identified as NELGs. All 4 clusters/groups which are not associated with
extended X-ray emission contain at least one galaxy with R < 21 mag. These 4
clusters/groups are probably the least secure identifications, in that one of the in-
dividual galaxies may be the X-ray source. However, the measured redshift for the
brightest galaxy is in all cases z < 0.6 and hence the clusters/groups are unlikely to
be hiding any NELGs with z > 0.6 (but could plausibly be hiding z < 0.6 NELGs).
The expected number of chance coincidences between the (non-QSO) X-ray sources
and R < 21 galaxies of any spectral type and any redshift is ~ 3, and hence in total
one might expect ~ 3 misidentifications caused by chance coincidence of X-ray and

optical candidates.

However, at least 5 of the sources which are classed as unidentified have likely op-
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tical counterparts which are not z > 0.6 NELGs. | therefore take 11 as a reasonable
upper limit to the number of z > 0.6 NELGs which are present, but unidentified, in
the UK Deep survey. Note that the unidentified sources in the RIXOS survey are
unlikely to be high redshift NELGs because of the high limiting flux of RIXOS; if
RIXOS has systematically missed any NELGs they are likely to be of low redshift
and hence lead to a lower evolution rate (see Section 3.4.2). This, and the larger
number of unidentified sources in RIXOS than the UK Deep survey, mean that
RIXOS does not provide a useful constraint on the number of high redshift NELGs

(and has not been used as such).

The rapid rates of evolution found from (V. /V;) cannot reproduce the redshift
distribution of the RIXOS and UK Deep samples, whether the fitting is performed
for 0 <z <3 or 0 <z < 1. If the pure luminosity evolution parameters are fixed
at the rate obtained from the (V. /V,) test (C' > 2.7 for go = 0), and the luminosity
function fitted in the interval 0 < z < 1 using maximum likelihood, one would expect
to have detected 4 NELGs with 0.6 < z < 1.0 and 9 with 1.0 < z < 3.0 in the UK
Deep survey (see Figure 3.3). This already formally exceeds the total number of
unidentified sources in the UK Deep survey, and hence optical incompleteness can

only resolve this discrepancy if all the unidentified sources are NELGs with z > 0.6.

If the unidentified fraction of the UK Deep survey consists mostly of NELGs with
z > 0.6, then there must be some systematic reason why they could not be identified.
This may perhaps be explained by the observed wavelength of H3 approaching 8000
A at z = 0.6 and the optical faintness of galaxies at z > 0.6. This systematic
selection effect must also affect RIXOS, the CRSS, and the deep ROSAT sample
used by Griffiths et al. (1996), none of which contain any NELGs with z > 0.6. 1
have tested the data with the hypothesis that we are systematically unable to identify
NELGs with z > 0.6 by imposing a limit of z = 0.6 on the (V./V,) and maximum
likelihood fitting. The resultant evolution rate from (V./V,) is unreasonably high,
with a 95% lower limit of C' = 3.6 for go = 0 and C' = 3.5 for go = 0.5, which would
require at least 30 NELGs with z > 0.6 to have been present (but unidentified) in
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— RIXOS + UK Deep 7

— - UK Deep iy

Figure 3.3: Observed redshift distribution of the full sample (solid histogram) and
UK Deep sample (dashed histogram) compared to the predicted g = 0 redshift
distribution if NELGs are subject to PLE with an evolution parameter ' = 2.7

(solid and dashed lines for the full sample and UK Deep sample respectively, see
Section 3.5).
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the UK Deep survey (impossible given that there are only 11 unidentified sources).
Maximum likelihood gives a more modest 95% lower limit to the evolution rate of
C' = 2.3, which would be acceptable at z > 0.6 only if almost all the UK Deep survey
unidentified sources are NELGs with z > 0.6. This means that under the extreme
assumption that all the unidentified Deep survey sources are z > 0.6 NELGs which
we were systematically unable to identify, only the lower limit to the pure luminosity
evolution rate measured at z < 0.6 (C'=0.3) provides a self consistent description of
the data.

It is therefore clear that a high rate of evolution (C' > 2) is not consistent with
the dataset over the whole redshift range 0 < z < 3. Either the evolution must be
slower (C' ~ 1), or the evolution must end at some fairly low redshift (z < 1). 1
propose that the latter is a better representation of the data given the very high
(V./V,) evolution rate determined at low redshift. The evolution observed in the
NELG sample is therefore slower than and/or over a smaller redshift range than
the evolution seen in X-ray selected broad line AGN, e.g. for ¢o = 0, C' ~ 3.0 for
0 <z < 1.6 (Jones et al. 1996), C' ~ 2.9 for 0 < z < 1.8 (Page et al. 1996), C' ~ 3.0
for 0 < z < 1.9 (Boyle et al. 1994).

The evolution rate I obtain from maximum likelihood fitting in the interval
0 <z<1(C=1.9)is similar to that seen in the optical luminosity function of
I band selected blue galaxies by Lilly et al. (1995). Lilly et al. report that the
change in the luminosity function of blue galaxies is equivalent to a brightening of
galaxy luminosities by 1 magnitude between 0 < z < 0.5 and 0.5 < z < 0.75, which
corresponds to an evolution parameter C' ~ 2 in the pure luminosity evolution model
fitted here. This is also consistent with the evolution rate ' = 2.5 found by Boyle
el al. (1995a), but is somewhat lower than the evolution rate (C' = 3.35) found by
Griffiths et al. (1996).

The evolution rate found for TRAS galaxies (C' = 3 4+ 1, Saunders et al. 1990)
is consistent with the evolution rate found here and those found by Griffiths et al.

(1996) and Boyle et al. (1995a).
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3.6 The NELG Contribution to the Soft X-ray

Background

The NELG contribution to the 1-2 keV X-ray background has been calculated,
for the luminosity function and maximum likelihood pure luminosity evolution pa-
rameters shown in Table 3.2, in the interval 0 < z < 3 and 10* < Ly < 10%
where Lg is the de-evolved 0.5 - 2 keV luminosity in erg s™'. Where the fitting
has been performed in the interval 0 < z < 1, evolution has been assumed to
stop at z = 1; where the fitting has been performed in the interval 0 < z < 3 no
limit has been applied to the evolution. A spectral index of axy = 0.5 has been
assumed; the X-ray background intensity of each model is shown in Table 3.2 under
the column entitled I'xgg. The NELG X-ray background intensities found here are
in good agreement with those of Boyle et al. (1995a) and Griffiths et al. (1996).

2sr~! between 1

Assuming an X-tay background intensity of 1.46 x10™®erg s™'em™
and 2 keV (Chen, Fabian and Gendreau 1996), which is in good agreement with
the X-ray background intensity determined from the UK Deep survey field itself,
1.44+0.1x10"%erg s~ 'cm~2sr™! (Branduardi-Raymont et al. 1994), my model lumi-
nosity functions predict that NELGs produce between 15% and 35% of the 1-2 keV
X-ray background. I stress that the sample of NELGs is small, the assumption of
pure luminosity evolution may not be correct, and 1 have not included the contri-
bution of NELGs with L < 10%°erg s™!, because none are detected in RIXOS or the
ROSAT UK Deep survey. For these reasons, the real contribution of NELGs to the

X-ray background may lie outside the range given above.

3.7 Conclusions

I detect evolution in a sample of NELGs obtained from RIXOS and the ROSAT UK
Deep survey with 99% confidence. This sample is independent of the NELG samples

for which evolution has been detected previously; selection effects can account for
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some, but not all, of the evolution. Currently, there are insufficient NELGs to de-
termine what form the evolution takes; luminosity or density evolution can account
for the change in the luminosity function with redshift. The evolution seen in the
X-—ray luminosity function of NELGs is of the same order as the evolution of the
optical luminosity function of blue galaxies found by Lilly et al. (1995).

Using a power law pure luminosity evolution model commonly used to parame-
terise the evolution of broad line AGN, I find that the data are most consistent with
evolution which is slower than that of broad line AGN (C ~ 2) and has stopped by
z = 1. Maximum likelihood fitting of this evolution model does not reproduce the
very high evolution rate found by Griffiths et al. (1996), but is broadly consistent
with the evolution rate found by Boyle et al. (1995a). The lack of NELGs found at
z > 0.6 indicates that their evolution is not as rapid as that seen in broad line AGN,
unless it is confined to low redshifts (z < 1) only. This means that the evolution of
the X-ray selected NELG luminosity function is probably not the same as that of
broad line AGN.

My fits to the luminosity function and evolution of NELGs suggest that such
objects with L > 10%%rg s~ contribute between 15% and 35% of the 1-2 keV

X-ray background.



Chapter 4

A Deeper look at the X—ray
Evolution of QSOs

4.1 Introduction

In Chapter 2 I showed that PLE could describe the evolution of the RIXOS and
EMSS AGN for both ¢o = 0 and g9 = 0.5. 1 also showed that at z > 1.8 the
data were consistent with no evolution. In this chapter I shall build on the results of
Chapter 2, by increasing the AGN sample where RIXOS and the EMSS are deficient:
at low luminosities and at high redshifts. This is achieved by including AGN from
deeper ROSAT surveys.

Only broad line AGN (i.e. those with permitted line FWHM > 1000 km/s) are
included in the sample; T will refer to these objects generically as QSOs throughout
this chapter. In part this is to ensure compatibility in the selection criteria of all the
surveys used in this chapter. It also serves to remove any possible contribution from

NELGs, some of which may not have compact ‘active’ nuclei). This means that the

86
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EMSS ‘ambiguous’ AGN, and all Seyfert 2 galaxies, have been excluded. NELGs
are found only at low redshifts (z < 0.6) in the surveys from which my sample is
drawn; the effect that inclusion of NELGs would have on the luminosity function is
discussed in Section 4.6.

In this chapter, I consider the effect that the distribution of spectral slopes has on
the derived evolution properties. This is introduced here, rather than in Chapter 2,
for chronological reasons. The work in Chapter 2 was carried out before a thorough
study of the dispersion of spectral indices for the AGN in RIXOS and some of the
other ROSAT surveys had been made. The additional high redshift data used in
this chapter also means that the dispersion in spectral indices has a more significant
effect on the results in this chapter than those in Chapter 2. The effect that the
dispersion of spectral slopes has on the evolution and XLF is explained in Section

4.3.1. The derivation of the expressions used is given in Appendix A.

4.2 The Sample of QSOs

4.2.1 X-ray Surveys From Which the Sample is Taken

The sample of QSOs used in this chapter is a combination of the largest, deepest and
most complete soft X—ray selected AGN samples presently available. In addition to
the EMSS and RIXOS samples, I have used three other, deeper surveys. These are
detailed below:

The Cambridge - Cambridge ROSAT Serendipity Survey (CRSS, Boyle et al.
1995a) is slightly deeper than RIXOS with a limiting flux of 2 x 10~ *erg s™' cm™?
but has a smaller sky coverage of 2 deg?® at this limit, (4 deg? at 2x 10~ "%erg s™' cm™?)
and is 90% optically identified. Details of the CRSS AGN are given in Ciliegi el al.
(1996) and sky areas are taken from Boyle et al. (1995a)

The ROSAT UK Deep survey (McHardy et al. 1996) has a flux limit of 2 x
107 "%erg s™! ecm™2 which is an order of magnitude lower than that of either RIXOS
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or the CRSS. It covers only 0.16 deg?, but is 89% complete over this area. The
properties of the UK Deep AGN are given in McHardy et al. (1996) and sky areas
are given in Jones et al. (1996)

Finally, T have used the QSF1 and QSF3 fields from the deep survey of Boyle
et al. (1994) (hereafter called the QSF sample) which has a flux limit of 4 X
107%erg s™' em™2 and covers 0.65 deg?. The QSF sample has the lowest identi-
fication percentage of 77%, but has been included because the 50 QSOs found in
these fields occur in an otherwise sparse region of redshift - luminosity space (see
Section 4.2.2). Details of the QSF AGN are given in Shanks et al. (1991) and
Griffiths et al. (1995), which also contains the sky areas and flux limits of the two
fields.

4.2.2 General Properties of the Sample

In total the sample contains 748 QSOs (182 from RIXOS, 32 from the UK Deep
survey, 68 from the CRSS, 50 from the QSF fields and 416 from the EMSS, including
the ‘expected AGN’ given in Maccacaro et al. 1991); their distribution in redshift —
luminosity space is shown in Figure 4.1. The importance of both shallow, large area
surveys, and deep, small area surveys is evident from their complementary coverage
of parameter space.

The total cumulative sky area of the sample as a function of flux limit is shown
in Figure 4.2.

I have assumed a power law X-ray spectrum of the form f, oc v=*x. This was
found to be an adequate model for AGN spectra in all five surveys from which
this sample is drawn. Mean spectral indices of 1.03+0.05 (Maccacaro et al. 1988),
1.05+0.05 (Mittaz et al. 1997), 1.340.1 (Ciliegi et al. 1996), 1.2709% (Stewart el al.
1994) and 0.964-0.03 (Romero-Colmenero et al. 1996) were found for the AGN in the
EMSS, RIXOS, the CRSS, the QSF fields and the UK Deep survey respectively. 1

have adopted a spectral index of ax = 1, which is representative of the above values
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and has been used by previous authors (e.g. Maccacaro et al. 1991, Boyle et al.
1994, Chapter 2 of this thesis). The assumption that a single spectral index could
apply to all 748 AGN is unrealistic. Assuming a normal distribution of spectral
indices, the dispersion o, has been measured by Maccacaro et al. (1988) for the
EMSS AGN, Mittaz et al. (1997) for the RIXOS AGN and by Ciliegi et al. (1996)
for the CRSS AGN, and values of 0.36, 0.55 and 0.33 respectively were obtained.
Note that the values (¢, = 0.36 and o, = 0.33) obtained by Maccacaro et al. (1988)
and Ciliegi et al. (1996) are based on spectral slopes derived from hardness ratios,
while the Mittaz (1997) value of o, = 0.55 is based on spectral slopes found by a
more reliable method: fitting three X-ray colours using the Cash statistic (Cash
1979). The effect of the dispersion in spectral indices on the luminosity function
and its evolution has been investigated by using the value o, = 0.5. For comparison
I have also examined the evolution assuming no dispersion in the spectral indices
(i.e. 0, = 0). Taking o, = 0.35 (i.e. the dispersion found by Maccacaro et al. 1988
and Ciliegi et al. 1996) leads to about half as much spurious evolution as o, = 0.5
(see Section 4.3.1) hence the evolution derived assuming o, = 0.35 is approximately

halfway between the evolution in the o, = 0 and o, = 0.5 cases.

4.2.3 Conversion from Einstein to ROSAT Fluxes

It has been noted before (Chapter 2, and Boyle et al. 1994) that the conversion
factor 1.8, from ROSAT 0.5 to 2.0 keV fluxes to Finstein 0.3 to 3.5 keV fluxes,
using the published response matrices for both satellites and a power law AGN
spectrum of energy index o = 1, produces discrepant AGN log N — log S relations.

In Figure 4.3 I show the AGN log N — log S relation obtained separately from
all the surveys used here. Figure 4.3. has been constructed using a CF from of 1.8
from Finstein to ROSAT fluxes, and includes only the QSOs from each survey. The
number of sources at each flux is larger for all of the ROSAT selected samples than

the Finstein EMSS.
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Figure 4.1: Luminosity and redshift of the AGN used in this analysis, calculated
assuming o = 0. Finstein 0.3 — 3.5 keV fluxes have been converted to 0.5 — 2 keV
by dividing by a CF of 1.8 (see Section 4.2.3)
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Figure 4.2: Sky area available to objects of flux > S when Finstein 0.3 — 3.5 keV
fluxes have been converted to 0.5 — 2 keV by dividing by a CF of 1.8 (solid line) and
1.47 (dotted line) as described in Section 4.2.3
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It was proposed by Jones et al. (1996) that the discrepancy may be (partially)
caused by the presence of oxygen edges in the spectrum of the AGN, which would
affect the ROSAT passband more than that of Finstein . As explained in Jones et
al. 1996, this would result in a K correction which is different for objects selected
by the two satellites; at z > 1 the edges are redshifted out of the ROSAT passband,
but remain in the Finstein passband until z ~ 2.5. T have constructed the AGN log
N —log S in the redshift ranges z < 1 and 1 < z < 2.5 for the Finstein selected
and ROSAT selected samples, to test this hypothesis. By fitting the log N — log S
relations using the maximum likelihood method outlined in Chapter 2, (excluding
sources with 0.5 to 2 keV fluxes of less than 2 x 107 "erg s™! ¢m™2 which are beyond
the break in the log N —log ), I obtain values for the CF which are almost exactly
the same for the two redshift ranges (1.50 £+ 0.14 and 1.46 + 0.19). This indicates
that the cause of the discrepancy is probably not the presence of oxygen edges in the
AGN spectra. Further evidence that this is not the cause of the difference between
ROSAT and FEinstein fluxes comes from the relative lack of very strong oxygen edges

in the ROSAT spectra of the majority of the RIXOS AGN (Mittaz et al. 1997).

I have also found the best fit CF using each of the ROSAT samples separately
(again excluding sources with 0.5 — 2 keV fluxes lower than 2 x 10~ !*erg s™! cm™?).
The maximum likelihood 1o (Ax? = 2.3) confidence intervals on CF and the slope
of the log N — log S are shown in Figure 4.4 for RIXOS (solid line), the UK Deep
survey (dashed line), the QSF fields (dotted line) and the CRSS (dot-dashed line).
The different ROSAT samples have consistent log N — log S slopes and give values
of CF which are consistent with each other and with CF=1.47; only the UK Deep

survey (which has few sources brighter than 2 x 107 'erg s™" ¢m™?) is consistent

with CF=1.8.

The origin of the normalisation difference between the EMSS and ROSAT log
N —log S is therefore still a mystery. Since I have shown that this normalisation is
consistently different, independent of flux or redshift, T use the CF of 1.47 derived

in Chapter 2, which brings the log N —log S of the ROSAT surveys into consistency
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with that of the EMSS. I also use a CF of 1.8 which has been used in previous
investigations of the XLF (e.g. Boyle et al. 1993, Boyle et al. 1994).
In the following sections all fluxes and luminosities are quoted in the 0.5 - 2 keV

band, i.e. Kinstein fluxes have been converted to ROSAT fluxes.

4.3 Luminosity Function and Evolution Models

I assume a two power law shape for the XLF, as in Chapter 2. 1 have used three
PLE models to parameterise the evolution of the XLF:
a) power law evolution:

L=1Lox (142)¢

b) power law evolution with a redshift cutoff, z..:
L =1y x (1—|—Z)O 2 < Zout

L= LO X (1 + Zcut)c Z > Zewt

and ¢) polynomial evolution:
L= Lo x 100=+61#)

all of which were used in Chapter 2. I have not considered the exponential evolution
model

L =1Lgxe"m

where C' is the evolution parameter and 7 is look back time, because in Chapter
2 1 showed that it is not a good fit at low redshift, where the evolution is well
constrained by EMSS and RIXOS data.

4.3.1 Dispersion in the Spectral Index ax

It was shown by Francis (1993) that the observed evolution of the luminosity function

has a dependence on the dispersion of spectral slopes around the mean. However,
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only the case in which the luminosity function is a single power law was considered.
[ expand on the results of Francis (1993) to obtain an approximation which is appli-
cable to the case of a two power law luminosity function, which is commonly used
for X-ray selected AGN (e.g. Maccacaro et al. 1991, Boyle et al. 1994). If the
observed luminosity function at any redshift is ¢ops( L, z) and the actual luminosity

function is ¢(L, z), then

bovs (L, z) = el7alose(142)7(n=1)(1=n)/2

¢(L/e(galoge(1+z))2('71‘}"72_2)/27 Z)

e(galoge(1+2))2('Yl+'72_2)/2

the derivation of which is given in Appendix A.

The term e(oalose(1+2)*(m+712-2)/2 i analogous to the evolution term f(z) in Equa-
tion 1.5 for PLE, while the term e(atse(1+2)*(n1=1)(1=%)/2 {5 analogous to the evolu-
tion term g(z) in Equation 1.6 for PDE. Therefore, the spurious evolution of a two
power law luminosity function, due to the dispersion in the spectral index, can be
treated as a combination of PLE and PDE.

This is illustrated in Figure 4.5 which shows the spurious evolution of the XLF at
z =2 and z = 4 assuming o, = 0.5. The solid line is an XLF without any evolution
(i.e. 04 x z =0), the dotted line shows the same XLF with spurious evolution and

the dashed line is the two power law approximation given above.

4.4 Construction of the XLF and Determination
of its Evolution

Evolution models and model XLFs have been fitted to the data using the maximum
likelihood method, and tested for goodness of fit using the 2D K.S. test of Peacock
(1983) (see Chapter 2 for more details of these methods). Errors quoted are 68%
and 95% for one interesting parameter corresponding to Ay? = 1 and Ay? = 4

respectively, and were calculated using the method of Lampton, Margon and Bowyer

(1976).



Chapter / 97

TTT T T T T T T[T T T I T T T T[T I T T I T T T T [ TTTTTTTT] TTT T T T T T T[T T T T I T T T T[T T T T T I T T T [ TTT ITTTTT
! 8
\
N\ 1P\
\ N\
\ \
\
-8+ L N m
\
\
\ \.
\
\ \
\.
N\
\
\
N\
\ N\
N N
L \ L N 4
-10 o
S N
A A\
— \ *,‘\
a B \
— . \
g ! \
1 1
<l \ \
e \ \
" . .
o ‘\ \
= \ \
§-12* \ r \ *
—_ . \
(@] \
o \ !
\ \
| \
\ \
\ \
\ \.
\ \
2 |
z= \ z=4 \
-14 \\ .
\ \
\ i
\ \
: \
\, \
\ \
\ 4
\ \
\ \
\ \
\ \
160 b b b NENREERRERENRERRENE ARRRRRERRERRELRANE
2 3 4 5 6 3 4 5 6
log L4 log L4

Figure 4.5: Spurious evolution due to a dispersion of spectral slopes o, = 0.5 at
z =2 and z = 4. In both cases the initial (z = 0) XLF has v; = 1.66 and v, = 3.36
and is shown as a solid line. The dotted line is the same luminosity function after
the spurious evolution, and the dashed line is the two power law approximation used

in this work.
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Both fitting and testing of models were performed in the region of redshift - de-
evolved luminosity space 0 < z < 4, 10%%rg s™' ecm™ < Lg < 10%®erg s™' em™2. 1
have tested to a higher redshift than in Chapter 2 (when I used z = 3.5 as my upper
limit to redshift space) because many objects in RIXOS are sufficiently luminous
that they could easily be detected out to z = 4 in the additional deeper fields used
in this chapter.

For the 1/V, binned XLF I have used a different definition of the luminosity

function,

&N
L) = G dlog D)

instead of Equation 1.1 in Section 1.5. This representation has the benefit that
PLE is a shift of ¢ in the horizontal direction, while PDE is a shift of ¢ in the
vertical direction. This is of considerable advantage in this chapter, where the
increased coverage of parameter space means that PLE can really be tested. I have
not corrected the 1/V, binned estimates for the apparent evolution caused by the
dispersion in spectral indices. Instead, the apparent evolution has been applied to

model curves which are superimposed for comparison.

4.5 Results

Results of the maximum likelihood fitting and 2D KS testing are given in Table
4.1. Errors quoted are 68% and 95% for one interesting parameter, (Ax* = 1 and
Ax?* = 4 respectively). Power law evolution without a redshift cutoff is clearly
rejected with P(>D)<1% for either value of gy and any combination of ¢, and CF.

For go = 0, using CF=1.47, neither power law evolution with a redshift cutoff
nor polynomial evolution are rejected strongly; with a CF of 1.8 the better fitting
model depends on o,. The binned 1/V, XLF for ¢o = 0 is shown in Figure 4.6 and
was constructed using CF=1.47. The dashed curves are for power law evolution
with a redshift cutoff fitted with o, = 0.5 and are in the same redshift shells as the

binned XLF. The spurious evolution due to the dispersion in spectral indices has
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Table 4.1: Results of fitting evolution models
model q0 CF 064  Zcut ¢ Cq K¢ Y1 Y2 logio Ixrp® P(>D)
(Lbreak)c
(14 2)¢ 00 1.8 00 - 2.58 - 0.581 1.52 3.47 3.67 6.0 6.4 x 10~*
(14 2)¢ 00 1.8 0.0 1.82 3.02 - 0.375 1.46 3.44 3.53 5.4 0.047

1062412 g0 1.8 00 - 1.18 -0.249 0.377 1.46 3.44 3.52 5.3 0.166
(14 2)¢ 00 1.8 05 - 2.07 - 3.15 1.75 3.68 3.90 6.3 7.2 x 1075
(14 2)¢ 00 1.8 05 1.42 3.00 - 1.74 1.67 3.49 3.54 5.5 0.10

10624¢12* 09 1.8 05 - 1.11  -0.253 1.55 1.65 3.51 3.58 5.9 0.046
(14 2)¢ 0.0 1.47 00 - 2.39 - 0.589 1.51 3.34 3.75 6.1 2.64 x 1073
(14 2)¢ 0.0 1.47 0.0 1.79 2.87 - 0.330 1.43 3.30 3.58 5.7 0.10

10€2+C12*> 00 147 00 - 1.11  -0.235 0.346 1.43 3.31 3.59 5.7 0.079
(14 2)¢ 0.0 1.47 05 - 1.98 - 1.90 1.66 3.39 3.84 6.5 2.3x107%
(14 2)¢ 0.0 1.47 05 142 2.76 - 1.76 1.66 3.36 3.64 5.7 0.15

10624C12* 00 147 05 - 1.05 -0.244 1.41 1.62 3.33 3.63 6.1 0.084
(14 2)¢ 05 1.8 00 - 2.34 - 0.274 1.37 3.41 3.53 3.8 3.9x 107¢
(14 2)¢ 05 1.8 0.0 1.41 3.3 - 0.140 1.26 3.34 3.30 3.6 6.1 x 10—*

106412 o5 1.8 00 - 1.16  -0.264 0.168 1.29 3.36 3.36 3.6 3.8 x 1073
(14 2)¢ 05 1.8 05 - 1.85 - 0.302 1.39 3.07 3.56 3.4 1.53 x 10~7
(14 2)¢ 05 1.8 05 1.39 2.74 - 0.288 1.38 3.13 3.37 3.2 0.034

Cz+C1z2 _ _

10 05 1.8 05 1.08 -0.268 0.242 1.35 3.13 3.38 3.3 0.035
(14 2)¢ 0.5 1.47 00 - 2.20 - 0.242 1.34 3.28 3.59 4.1 4.5 x 107°
(14 2)¢ 0.5 1.47 0.0 1.41 293 - 0.148 1.26 3.22 3.38 3.9 8.1 x 10~*

10€2+C12* 05 147 00 - 1.10  -0.253 0.160 1.27 3.23 3.42 3.9 8.26 x 103
(14 2)¢ 0.5 1.47 05 - 1.74 - 0.234 1.34 3.00 3.62 3.7 7.1 x 10
(14 2)¢ 05 1.47 0.5 1.37 2.63 - 0.234 1.34 3.07 3.44 3.5 0.018

10624C12* 05 147 05 - 1.02 —0.255 0.242 1.34 3.04 3.45 3.7 0.065

+68%
(14 2)¢ 0.07 0.08 0.06 0.05
(14 2)¢ 0.06 0.10 0.08 0.06 0.04

10€z+C122 0.05 0.02 0.09 0.06 0.04

+95%
(14 2)¢ 0.14 0.23 0.13 0.14
(14 2)¢ 0.17 0.24 0.16 0.18 0.09
10Cz+C12° 0.10 0.03 0.15 0.25 0.09

“K; in units of 10=*(10*%ergs=')(m=1) Mpc—3
®Ixrp in units of 107% erg s™1 em~2sr7! (1 - 2 keV)

¢ Lpreqr 10 units of 1040erg s~

1
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been added to the model curves so that they can be compared with the binned data.

The model curves are a good representation of the data at all redshifts.

For go = 0.5, it is more difficult to find a PLE model that is a good fit to the
data: the only model which is not rejected at the 95% level by the 2D KS test is
the polynomial evolution model with CF=1.47 and o, = 0.5. | have superimposed
my best fit model on the binned 1/V, XLF in Figure 4.7. The agreement between
the model curves and the binned data is not impressive, particularly at z > 1.4
where there is a systematic excess of objects with L < 5 x 10*erg s™! cm™2 This
excess is small enough (~ 15 objects) that the evolution model, over the whole
redshift and luminosity range, is not rejected at 95% by the 2D KS test, but for
z> 1.4 and L <5 x 10*erg s=! ecm™? (i.e. the region in Figure 4.7 where model
and data appear to deviate) the number of observed AGN is larger than the model
predicted number at > 99% confidence. This discrepancy remains if a CF of 1.8 is
used and/or the dispersion in spectral index is neglected. Changing the functional
form of the PLE model cannot resolve this excess, because PLE corresponds to a
horizontal shift in the XLF with redshift in Figure 4.7. Clearly, no horizontal shift
can simultaneously align both the high and low luminosity portions of the high
redshift (z > 1.4) XLF with those of the low redshift (z < 0.4) XLF. The spurious
density evolution associated with the distribution in spectral indices is negative (i.e.
downwards with increasing redshift in Figure 4.7) hence this cannot be the cause of
the excess observed AGN, and arbitrarily increasing o, would only serve to make

the difference between model and data larger in the problem area.

4.5.1 Evolution at High Redshift

Figure 4.8 shows the three PLLE models considered in this chapter, using the bestfit
parameters for gg = 0, CF=1.47 and o, = 0.5. Model a is significantly rejected, but
models b and ¢ are both acceptable fits to the data according to the 2D KS test, and

have different shapes beyond z ~ 1. For go = 0.5 only model ¢ is acceptable at 95%
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Figure 4.6: Binned 1/V, estimates of ¢ in different redshift shells, for go = 0, and
CF=1.47. Model curves (dashed lines) are for power law evolution with a cutoff in

evolution and o, = 0.5, and are in the same redshift intervals as the data.
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to the 2D K.S. test, but the assumption of PLE may not be appropriate for go = 0.5
(see previous section) and hence an assessment of the high redshift evolution which
does not depend on this assumption is desirable.

I investigate the evolution at high redshift in a model independent way by using
the (V./V,) test in a changing redshift interval, as in Chapter 2. The test has
been applied in the redshift window z;, < z < 4 where the parameter z, defines the
bottom of the window. Where appropriate, V., and V, are weighted by the apparent
density evolution, and V, calculated assuming the apparent luminosity evolution,
which result from the dispersion of AGN spectral slopes (see Section 4.3.1).

The results of this test are shown in Figures 4.9 and 4.10 for ¢o = 0 and ¢o = 0.5
respectively. In both cases CF=1.47 has been used; changing CF from 1.47 to 1.8 has
almost no effect on (V. /V,) at these redshifts because most of the AGN are ROSAT
selected. For the go = 0 plot (Figure 4.9) the dispersion in spectral indices has been
neglected, while for the go = 0.5 plot I have used o, = 0.5. (V./V,) is smaller for
go = 0.5 and o, = 0.5, hence Figures 4.9 and 4.10 correspond approximately to
greatest and least evolution at high redshift for the adopted values of ¢y and o,.

In both cases, (V./V,) becomes lower than 0.5 when z, ~ 1.8. For ¢o = 0,
this result is only significant at 1o confidence if the dispersion in spectral slopes is
neglected, but for the more realistic assumption that o, = 0.5 it is significant at 2c.
For go = 0.5, (V./V,) is lower than 0.5 with 20 confidence even if o, = 0, and with
30 confidence if the more realistic o, = 0.5 is assumed.

This suggests that evolution at high redshift (z > 1.8) is probably in the negative
sense, i.e. the space density and /or luminosities of QSOs are declining with redshift.
However, I caution that this result is marginal for go = 0 (10 — 20) and for either

value of ¢q is based on only 52 objects with z > 1.8.
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<V /V_ >

Figure 4.9: (V./V,) test performed in the interval z, < z < 4, where z;, is varied,
for go =0, 0, = 0 and CF=1.47. (V./V,) < 0.5 indicates that the XLF declines as
z increases, while (V. /V,) > 0.5 indicates that the XLF increases with z. Dashed

lines denote the 68% confidence region
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Figure 4.10: (V./V,) test performed in the interval z;, < z < 4, where z;, is varied,
for go = 0.5, 0, = 0.5 and CF=1.47. (V./V,) < 0.5 indicates that the XLF declines
as z increases, while (V. /V,) > 0.5 indicates that the XLF increases with z. Dashed

lines denote the 68% confidence region
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4.6 Discussion

The excess of objects with z > 1.4 and L < 5 x 10*erg s™' cm™2 for ¢y = 0.5,
indicates that PLE is not a good model for go = 0.5. The binned 1/V, XLF in
Figure 4.7 is consistent with a two power law shape which does not change with
redshift, hence a combination of PLE and PDE (i.e. a combination of horizontal and
vertical shifts between the XLF at different redshifts in Figure 4.7) could describe
the evolution. Because the deviation from PLE corresponds to only a small number
(~ 15) of AGN, I have not performed fits using luminosity and density evolution. It
would not be possible to constrain the functional form of the density evolution with
the present sample. More complex models, such as luminosity dependent luminosity

evolution could equally describe the data.

If narrow emission line galaxies (NELGs) were included in the go = 0.5 luminosity
function, there would be a smaller excess of objects with z > 1.4 and L < 5 x
10**erg s™! em™2 This is illustrated in Figure 4.11, where the XLF of a combination
of broad line and narrow line AGN is shown for z < 0.4 and 1.4 < z < 2. With
the addition of the NELGs, deviations from PLE are smaller and are now restricted
to a single luminosity bin. It is therefore possible that PLE can describe the X-ray
evolution of AGN if the local NELG population is (at least in part) descended from
QSOs. This scenario is also consistent with the evolution seen in NELGs. I showed
in Chapter 3 that while NELGs may be undergoing PLE at low redshifts, there are
too few high redshift (z > 0.6) NELGs for this evolution to continue beyond z ~ 1. If
the NELGs become broad line AGN when they are at higher X—ray luminosities, this
lack of high redshift NELGs is an obvious consequence, and the NELGs and QSOs
could be modelled as a single population undergoing PLE. Indeed, it has already
been noted that the addition of NELGs to a broad line AGN sample improves the
2D KS probabilities of PLE models (e.g. Boyle et al. 1994 and Chapter 2 of this
thesis).

Comparing the behaviour of the XLLF and that of the optical luminosity function
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Figure 4.11: Binned 1/V, estimates of ¢ in different redshift shells, for go = 0.5, and
CF=1.47, when X-ray selected NELGs are added to the QSO sample.
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leads to an impressive agreement in many respects. The deviation from PLE for
go = 0.5 is very similar to that observed in the optical QSO luminosity function
by Boyle, Shanks & Peterson (1988), who also suggested that a combination of lu-
minosity evolution and density evolution could account for the evolution. Hewett,
Foltz and Chaffee (1993) report a steepening of the Large Bright QSO survey op-
tical luminosity function with redshift for ¢o = 0.5. This steepening, caused by an

excess of low luminosity objects at high redshift, is also qualitatively similar to the

behaviour of the XLF found here.

The data are well represented by PLE for go = 0, and again this has been reported
for the optical luminosity function by Boyle, Shanks & Peterson (1988). Hawkins &
Veron (1995), and Hewett, Foltz and Chaffee (1993) report that the rapid evolution
seen at low redshift drops off at z = 1.5, which is in good agreement with the XLF;
Hewett, Foltz and Chaffee (1993) found that the optical luminosity function is slowly
increasing for 2 < z < 3 while Hawkins & Veron (1995) found a roughly constant
optical luminosity function for the same redshift range. I find tentative evidence for
negative evolution at z > 2 (which could be luminosity evolution, density evolution
or both), but for go = 0 the data can be successfully modelled with a XLF which
is constant at z > 2 (model b). There is no correction for the dispersion in QSO
optical spectral shapes in Hewett, Foltz and Chaffee (1993) or Hawkins & Veron
(1995), which would reduce their high redshift evolution; hence the behaviour of the

XLF is in reasonable agreement with that of the optical luminosity function.

It has been claimed that evolution is faster in the optical than at X-ray energies
(e.g. Maccacaro et al. 1991) based on the different evolution parameters found in
the two regimes, using power law or exponential PLE models. These models are
not unique descriptions of the evolution in either the X-ray or optical wavebands;
differences between the actual evolution and the analytic models would be expected
to result in different evolution parameters for samples with different redshift distri-
butions. Optical samples of QSOs (e.g. those of Boyle et al. 1988, Hewett, Foltz
and Chaffee 1993 or Hawkins & Veron 1995) have few objects with z < 0.3 and a
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majority of objects with z > 1. Samples used to study the XLF typically include
the EMSS AGN (e.g. Boyle et al. 1994, this thesis, Jones et al. 1996) and are
dominated by objects with z < 1. The evolution parameters found in this work are
slightly higher than those obtained in Chapter 2 which included fewer high redshift
AGN, (e.g. AC ~ 0.1 for go = 0, power law evolution with a redshift cutoff). Simi-
larly, when Boyle et al. (1994) used only their high redshift ROSAT sample (their
models Q-T), they found higher evolution parameters than the when the EMSS
AGN were added to the sample. More evidence for a redshift dependent bias in the
evolution parameter is found in Chapter 2 Figure 2.7, which shows that a higher

bestfit evolution rate is found for 0.5 < 2z < 1 than 0 < 2z < 0.5.

The possible redshift dependence of the evolution parameter determination, and
the different redshift distributions of current X-ray and optical samples may be
sufficient to account for the difference in the apparent evolution. The imperfect
(and different) treatment of K correction, the dispersion of spectral slopes for the
two wavebands, and the different systematics found in surveys in the optical (e.g.
the UVX selection criteria) and X-ray domain (e.g. the uncertainty in CF in this

work) can also account for some of the difference in the apparent rates of evolution.

4.7 The QSO Log N - Log S and the QSO Con-
tribution to the Soft X-—ray Background

The log N -log S of AGN at faint fluxes has been calculated for all the models in
Table 4.1 which are not rejected at > 99% by the 2D KS test. The curves were com-
puted over the redshift de-evolved luminosity interval 0 < z < 4, 10*%rg s7! cm™2 <
Lo < 10*%erg s7' em™2, the same interval used for fitting and testing models. These
model curves are shown in Figure 4.12, along with the actual cumulative log N - log
S of the AGN sample used here (shown as crosses), and the 68% confidence limits to

the log N - log S of all sources at faint fluxes determined from fluctuation analysis of



Chapter / 111

the ROSAT UK Deep survey field by Barcons et al. (1994). Model curves for go = 0
and qo = 0.5 are well separated. The excess AGN with S < 2 x 107*erg s7 cm™2
above the predictions of the go = 0.5 PLE models correspond to the excess low
luminosity objects at z > 1.4 above the PLE XLF seen in Figure 4.7. The difference
between the log N - log S curves for polynomial evolution and power law evolution
with a redshift cutoff, or between models fitted with different values of CF is smaller
than that when the models are fitted with different values of o,. None of the models

exceed the total log N - log S of all sources from Barcons et al. (1994).

The contribution of AGN to the 1 - 2 keV X-ray background is listed in Table 4.1,
under the column entitled Ixgrp, for each of the PLE models I have tested. Again,
the region of parameter space 0 < z < 4, 10%%rg s™!' cm™ < Ly < 10*®erg s™! cm™2

has been used.

A large difference is seen in the predicted QSO X-ray background contribution
for the two different values of gp; choice of evolution model, CF, and o, has a com-
paratively minor effect. The AGN X-ray background intensities obtained here are in
excellent agreement with those of Jones et al. (1996) and Boyle et al. (1994) but are
lower than those given in Chapter 2 in which NELGs are included in the AGN sam-
ple. I assume a 1 - 2 keV X-ray background intensity of 1.46 x 10~ %erg s™' cm™2 sr™!
(Chen, Fabian & Gendreau 1996), which is consistent with the value 1.4 +0.1 found
by Branduardi-Raymont et al. from the ROSAT UK Deep survey. Disregarding
the models in Table 4.1 which are rejected at > 99%, the AGN contribution to the
X-ray background is between 37% and 42% for go = 0 or 22% and 25% for go = 0.5.
As discussed above and in Section 4.6, the go = 0.5 PLE models underpredict the
number of faint AGN with z > 1.4, and hence the QSO contribution to the X-ray

background is probably underestimated by using the ¢o = 0.5 PLE models.
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Figure 4.12: Log N - Log S curves for all models in Table 4.1 which are not rejected at > 99%. Models
fitted assuming a dispersion in spectral indices (6o = 0.5) are shown as dashed lines and models fitted assuming no
dispersion (oo = 0) are shown as solid lines. The crosses are the observed Log N - Log S of the QSO sample, and

the thick lines denote the 68% confidence limits of the total log N - log S of all sources (i.e. not only AGN) at faint

fluxes from Barcons et al. (1994).
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4.8 Conclusions

[ have used 748 broad line AGN to investigate the evolution of the XLF with redshift.
PLE models represent the data well for go = 0, but for g = 0.5 an excess of low
luminosity AGN are seen at z > 1.4. This excess is not seen if NELGs are included
in the AGN sample, indicating that PLE is an acceptable model for gy = 0.5 if QSOs
become NELGs when they evolve to lower luminosities. Alternatively, the evolution
could be modelled by a combination of PDE and PLE.

Power law PLE models in which the evolution does not stop at high redshift
(z > 1.8) are rejected at high confidence for go = 0 or go = 0.5. PLE models in which
the evolution stops or is negative at z > 1.8 are acceptable. Model independent
(V./V,) tests show that the evolution is probably negative at z > 1.8, for both
values of qq.

When taking into account the dispersion in AGN X-ray spectral slopes I find
that the redshift at which evolution stops is lower, z ~ 1.4. PLE models are a better
fit for go = 0.5 when the dispersion in spectral slopes is taken into account, but the
dispersion cannot account for the excess low luminosity AGN at high redshift.

Integrating my model XLF and evolution to z = 4 produces 1 - 2 keV X-ray
background intensities of 5.7+0.4 x 10™%erg s™! cm™2 st~ (~ 37% —42%) for go = 0
from QSOs.

For go = 0.5 the predicted QSO contribution to the 1 - 2 keV X-ray background
is 3.4 £ 0.3 x 107 %rg s™! cm™2 sr!, but this and previous estimates for g = 0.5
using PLE models are probably too small because some density evolution may be

required.
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Epilogue

A long time ago in a galaxy far far away. ..

5.1 X-ray Astronomy in the Future

The X-ray observatories planned for launch in the next few years will revolutionise
AGN research. In 1998 the American satellite AXAF is due for launch. It will
offer unparalleled spatial resolution, and will have about twice the effective area of
ROSAT at 1 keV. AXAF also has considerable spectroscopic capabilities with CCD
detectors and an objective grating spectrometer. The European satellite XMM is
scheduled for launch in late 1999. It will have an effective area ~ 8 times that
of ROSAT at 1 keV, and spatial resolution comparable to, or better than, that of
the ROSAT PSPC. XMM will have unsurpassed spectral capabilities from its CCD
detectors, and reflection grating spectrometer, and the broad spectral range (0.1 —
10.0 keV) will provide a much better understanding of the X-ray spectra of both
bright and faint sources.

For the first time it will be possible to construct luminosity functions of AGN

and NELGs, over a wide range of redshifts, in both the hard and soft bands, with
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the same instrument. The large collecting area and high spectral resolution of
XMM mean that it will be possible to accurately K correct each individual source
with flux greater than ~ 10~'erg s™' em™2 (0.5 — 2 keV). It will therefore not
be necessary to correct for the dispersion in spectral indices for bright luminosity
functions. X-ray spectral emission lines may provide redshifts without the need for
optical spectroscopy.

In this chapter I will use the ROSAT results presented earlier in this thesis to
estimate the content of future surveys. In particular I attempt to determine the

optimum X-ray survey for the study of AGN at z > 2.

5.2 Source Populations at Faint Fluxes

The integral log N - log S of sources in the 0.5 - 2 keV band is plotted in Figure
5.1. The stepped line is the log N - log S of all sources in the ROSAT UK Deep and
Medium surveys (Branduardi-Raymont et al. 1994), each increment corresponding
to one source. The two bold continuous lines are the 68% confidence limits to the
faint source log N - log S from fluctuation analysis of the UK Deep survey field
(Barcons et al. 1994). The log N - log S of QSOs, marked as triangles, comes
from the sample used in Chapter 4 while the log N - log S of stars, NELGs and
clusters/groups come from a combination of RIXOS and the UK Deep survey. All
fluxes are calculated assuming a power law spectral form, and have been corrected
for absorption by Galactic Ng. Although this does not give realistic flux estimates
for the stars, which do not have power law spectra and are mostly subject to much
smaller absorbing columns, it is appropriate for assessing their contaminating effect
on any survey which is intended to study the extragalactic population.

It is clear from Figure 5.1 that broad line AGN are the most important population
at fluxes > 2 x 107 %erg s™! em™ in the 0.5 - 2 keV band. At the faintest limit of
the UK Deep Survey (2 x 107"%erg s™' cm™2) the log N -log S of NELGs is steeper
than that of QSOs and the sky density of NELGs may exceed that of QSOs by
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Figure 5.1: Log N - log S of different classes of sources from 0.5 - 2 keV. The stepped
line is the log N - log S of all sources detected in the UK Deep and Medium surveys,
and the two solid lines represent 68% confidence limits to the faint source population

from fluctuation analysis of the UK Deep survey by Barcons et al. (1994)
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~ 107 %erg s7! cm™2. Stars appear to be relatively unimportant to the faint X-ray
population, and are the least significant class of object at the UK Deep survey flux
limit. Clusters and groups also have a smaller sky density than NELGs or QSOs
at a few x107%erg s™' em~2, and few are detected in the UK Deep survey, but
their log N -log S may be steeper than that of QSOs at these flux levels, and hence
clusters/groups may become relatively more important at < 10~""erg s=' ¢cm=2. The

rapidly increasing population of NELGs indicates that as the flux limits decrease

1 2

below ~ 107 erg s™! ¢cm™?% a smaller proportion of the sources will be QSOs.

5.3 Energy Range for Selection

XMM and AXAF will have a much larger spectral range than ROSAT | for XMM
the useful range of the EPIC detectors is expected to be 0.1 - 10 keV. ROSAT is
sensitive to photons from 0.1 - 2.5 keV, but the 0.5 - 2 keV band was used to select
sources in RIXOS and the UK Deep Survey. At softer energies a large proportion of
the sources are Galactic in origin; white dwarfs and some cataclysmic variables are
intrinsically soft sources, and extragalactic sources are strongly absorbed at < 0.5
keV by intervening material in our Galaxy.

However, of all the classes of sources detected in RIXOS, QSOs appear to have the
softest spectra (see Mittaz et al. 1996). In the ROSAT UK Deep survey, the NELGs,
which are becoming so numerous at faint fluxes, have harder spectra, ay ~ 0.5,
than the QSOs which have ax ~ 1.0 (Romero - Colmenero et al. 1996). Assuming
ax = 1.0 for QSOs, the log N - log S from 0.5 - 2 keV is identical to the log
N -log S from 2 - 8 keV, because the logarithmic width of the band is identical.
Assuming ax = 0.5 for the NELGs, the flux of each NELG in the 2 - 8 keV band
will be a factor 2 larger than in the 0.5 - 2 keV band. This corresponds to a shift
of the NELG log N - log S to the right by AlogS = 0.3; shifting the NELG log
N -log S in Figure 5.1 by this amount makes them more numerous than QSOs at

4 x 107 %erg s™! em™2. It is thus more efficient to select QSOs at 0.5 - 2 keV than
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at higher energies.

Selecting QSOs from 0.5 - 2 keV would also allow accurate K correction of each
QSO directly from its own spectrum up to z = 4 (i.e. when the intrinsic 0.5 - 2
keV spectrum is observed at 0.1 - 0.4 keV). It would also be possible to directly
measure the K correction which would be appropriate for the low redshift objects,
were they to be viewed at higher redshift, again up to 2z = 4 with XMM which
is sensitive up to 10 keV. This would allow a much better determination of the
maximum redshift to which our objects could have been included in the sample,
with consequent improvements in fitting the luminosity function and an accurate
determination of V, for (V./V,) testing.

Another advantage of the 0.5 - 2 keV range is the relative ease with which future
surveys could be compared to and/or combined with the surveys already conducted
in this band by ROSAT .

For these reasons I propose that the optimum survey of z > 2 AGN should be
carried out in the 0.5 - 2 keV energy range. Fluxes and luminosities quoted for the

remainder of this chapter are in the 0.5 — 2 keV range unless otherwise stated.

5.4 Limitations of Deep Surveys

Future deep surveys will be limited by two factors: source confusion and sensitivity.
ROSAT has already probed flux levels at which source confusion is important (e.g.
the UK Deep Survey). XMM has a much larger effective area than ROSAT | but
will probably have only a small improvement in spatial resolution compared to
the PSPC. Confusion of sources will almost certainly limit the depth that XMM
surveys will be capable of reaching, and will probably be a major problem by ~
107%erg s™' em™2. The much better spatial resolution of AXAF mean that it will
be able to resolve essentially all the sources at and below this limit. According to
the AXAF Science Instrument Notebook (available on line from the AXAF Science

Centre), the sensitivity of AXAF will probably limit detection of sources to those
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brighter than ~ 7 x 107'%erg s™' ¢cm™2 if exposure times of 100 ksec or less are

employed.

5.5 Requirements for a Study of the z > 2 AGN
Luminosity Function

The luminosity function of AGN with z > 2 is of particular interest. From the
surveys performed so far with ROSAT there is strong evidence that the luminosity
function of AGN declines with redshift at z > 2, and there is already some evidence
that PLE is not a good model for gy = 0.5 at high redshift (see Chapter 4). To make
an effective study of the AGN luminosity function at z > 2 it will be necessary to
obtain a sample of AGN which are found at a range of redshifts and luminosities.
In particular, to test PLE or to formulate some more realistic evolution model, the
AGN sample must contain objects found on either side of the break in the luminosity
function, over the full redshift range of interest. A sample with around 100 high
luminosity objects and 100 low luminosity objects would offer a huge improvement

to our knowledge of evolution at z > 2.

5.6 The Optimum Survey of 2 < z < 3 QSOs

In practice, the optical identification of X—ray sources becomes easier as the flux limit
of the survey is increased. Brighter X—ray sources are statistically more likely to have
bright optical counterparts; in particular, AGN have an approximately linear relation
between X-ray and optical luminosity (see La Franca et al. 1994, Franceschini et
al. 1994). Positions for bright X-ray sources can be calculated more accurately
than for faint ones. Source confusion will be a far greater problem for surveys with
low flux limits than for those with high flux limits. Furthermore, the steep log N
- log S of NELGs means that QSO surveys become less efficient as the flux limit

-2

decreases below ~ 107 'erg s=! cm Therefore, the most effective method for
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investigating the 2 < z < 3 AGN luminosity function will be to apply the largest
flux limit with which the necessary sample can be obtained. Because we require, as
a bare minimum, objects brighter than, and objects fainter than, the break in the
luminosity function, the most effective survey would have two flux limits. I have
based the following predictions on the gy = 0 luminosity function, undergoing power
law PLE with a cutoff at 2z = 1.8, with CF=1.47 and no correction for dispersion
of spectral index, which was obtained in Chapter 4. This is a good fit to the data
(P>D=0.1). This model is not evolving in the redshift range that we are interested
in (z > 2), hence its application in this regime is simple. Comparing data to the
predictions of this model should therefore indicate whether the space density of AGN
is increasing or decreasing with z at z > 2. The case for gy = 0.5 is more complex,
most PLE models are a poor fit; only the polynomial model with a dispersion in
spectral indices is not rejected by the 2D KS test, and visual inspection of the
luminosity function suggests that PLE may not be the best model. Because the
go = 0 PLE model reproduces all the current data well, it is the natural choice for

prediction of the z > 2 luminosity function.

5.7 High Luminosity AGN at 2 < 2z < 3

The break in the luminosity function at z > 2 is at a luminosity of ~ 7 x 10*ergs™1.
I have taken a lower limit of twice this luminosity to ensure AGN, which are on the
steep high luminosity portion of the luminosity function are selected. The model
predicted log N - log S for the high luminosity AGN at 2 < z < 3 is shown in the
top panel of Figure (5.2) while the bottom panel shows the redshift distribution as a
function of limiting flux. The colour scale is linear, normalised to the total number
of objects at each flux limit; dark areas denote a lack of objects while light areas
denote a concentration of sources.

It is seen from the log N - log S that the total sky density of high luminosity
AGN with 2 < 2z < 3 is only ~ 3.5 deg™?, and decreasing the flux limit below
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Figure 5.2: Log N - log S of high luminosity (> 1.4 x 10%ergs™) 2 < 2 < 3 AGN
(top panel) and the relative redshift distribution as a function of flux limit (bottom

panel). Dark colours indicate a lack of sources
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6 x 107"%erg s™' cm™? does not result in any increase in the number detected. The
redshift distribution changes very rapidly between 1 and 2 x 107'*erg s™ cm™2: at
2 x 10~ "erg s7' ecm~2 almost all the high luminosity AGN are at z close to 2, while
at 107 "erg s7! cm™2 they are distributed fairly evenly over the whole redshift range.
About 10~ "erg s~ em™?2 is the most efficient flux limit for selecting these objects;
at this flux limit there are about 3 deg=2 while the total sources population is ~ 90
deg™? (see Figure 5.1). Only 1 in 30 sources are high luminosity 2 < z < 3 AGN,
hence to obtain a sample of 100 objects it would be necessary to survey 33 square

degrees, containing a total of 3000 sources with S > 107'*erg s™' ¢cm™2. This would

be a very large project!

5.8 Low Luminosity AGN at 2 < z < 3

I have used an upper limit to luminosity of 3.5 x 10** erg s=!, which is half the
luminosity of the break in the z > 2 luminosity function, to define the AGN which
lie on the less steep, low luminosity portion, of the luminosity function. The upper
and lower panels of Figure 5.3 show the log N - log S of the low luminosity AGN
and their redshift distribution, again the colour scale of the redshift distribution is
linear and darker areas contain (relatively) fewer sources. A much lower flux limit
is required for the low luminosity sources: to detect any sources at all the flux limit
must be below 5 x 107"%erg s™' cm~2. The lower panel clearly shows that to get a
reasonable distribution in redshift the flux limit must be as low as 10~ %erg s™! ¢cm™%;
at any higher flux limit the sample is dominated by objects with redshift close to
2. With a flux limit of 107"%erg s™' cm™2 X-ray source confusion is likely to be a
problem for XMM , but this flux limit is still viable (it is only a factor 2 deeper than
the ROSAT UK deep survey). The total source population is between 600 deg™?
and 1000 deg™2 (see Figure 5.1) while the number of low luminosity 2 < z < 3 AGN
is ~ 80 deg™2, i.e. about 10% efficient. To obtain a sample of 100 of these objects

would require ~ 1.2 deg? which would be expected to contain ~ 1000 sources with



Chapter 5 123

N>S (deg)

100.0 = =
10.0 = =
10g =
01= =
S(ergss®cm?)
3.0

2.8

2.6

24

2.2

2.0 Lol
1015 10
S(ergss*cm?)

Figure 5.3: Log N - log S of low luminosity (< 3.5 x 10*ergs™) 2 < z < 3 AGN

(top panel) and the relative redshift distribution as a function of flux limit (bottom

panel). Dark colours indicate a lack of sources
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S > 10""erg s7! em™2.

59 AGN at z >3

We can not be as selective for AGN with z > 3 as for z < 3. To detect the
very low luminosity objects over a wide redshift range would require a flux limit
lower than we can expect to achieve. Although radio and optically selected AGN,
with z > 3, have been detected at X-ray energies (e.g. Bechtold et al. 1994), the
number of X-ray selected AGN with z > 3 is currently very small (< 10). This
means that our knowledge of the XLF and its evolution at z > 3 is extremely
poor, and identifying even a few objects in future X-ray surveys would be a major
improvement. Therefore, I do not split AGN with z > 3 into two luminosity groups
and instead examine the population as a whole.

Figures 5.4 and 5.5 show the log N - log S and predicted redshift distributions
of AGN with 3 < z <4 and 4 < z < 5 respectively.

At 107 erg s em™2, our model predicts that we will detect 0.6 AGN deg™2 with
3 < z<4and 0.1 deg™? with 4 < z < 5. This is not a practical flux limit to obtain
a sample of z > 3 AGN, since there are ~ 90 sources deg™? in total at this flux limit.
The predicted log N -log S of 3 < z < 4 AGN flattens at ~ 107"erg s™' ecm™2, while
the redshift distribution broadens at < 2x107"erg s™' em™2. At 10~ "%erg s=' cm=2
the model predicts that there are 70 AGN deg=2 with 3 < z < 4 and 20 AGN
deg™? with 4 < z < 5. These numbers drop to 25 deg™ and 4 deg™? respectively at
2x 107 "Perg s7' em™2. The highest flux limit at which the XLF and evolution of z >

2, Long observations

3 AGN could be constrained is therefore ~ 107 erg s™! ecm™
with AXAF will probably detect sources fainter than this, and this is probably our

only hope of finding objects on the low luminosity part of the XLF at z > 4.
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Chapter 6

The Variable Soft X—ray Spectrum
of the Narrow Line Seyfert 1
Galaxy Markarian 766

6.1 Introduction

Studying the X-ray emission from active galactic nuclei allows us to probe deep into
their central regions, a few light minutes to a few light days from the central engine.
Timing and spectroscopy of the X-ray emission therefore allow us to examine the
conditions and environment in which matter accretes onto a massive black hole.
Of particular importance is the soft X—ray band (0.1 — 2 keV) which has been
made easily accessible by ROSAT . Two principle emission components are found in
AGN spectra in this band, a power law which extends to much higher energies (> 40
keV) and an excess at low energies (typically < 0.5 keV). This soft excess may be the
high energy tail of the big blue bump, which dominates the bolometric luminosity of

127
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most radio quiet AGN (e.g. Walter & Fink 1993, Turner & Pounds 1989). Under-
standing the mechanism by which the soft excess is produced is therefore essential

for the construction of a realistic model of the central regions of AGN.

6.1.1 Models of the X-—ray Power Law and Soft Excess

In radio loud AGN, the mechanism responsible for the hard power law is probably
synchrotron or synchrotron self Compton radiation from relativistic jets (Shastri
et al. 1993). This may not be the case for the power law component seen in the
X-ray spectra of radio quiet AGN, which are in general softer than those from radio
loud objects (Lawson et al. 1992). At >5 keV, radio quiet AGN show spectral
features (Fe line emission and a hardening of the spectrum above 10 keV, Pounds
et al. 1990) which suggest that some of the X-rays are reflected from material
near the black hole; in MCG 6-30-15, for which high signal to noise ASCA data
are available, the Fe line is relativistically broadened (Tanaka et al. 1995). The
X-ray power law component may originate in a hot corona above a relativistic
accretion disk so that ~ 50% of the X-rays generated in the corona shine down on
the accretion disk, and are reflected from its surface. In this model the X-ray power
law may be due to photons which are originally emitted from the accretion disk
itself, and then Compton upscattered either by electrons in a hot plasma (Walter &
Courvoisier 1992), or by a non-thermal distribution of relativistic electrons injected
into a compact region, in which the radiation density may be so high that photon
- photon collisions result in production of electron - positron pairs (Zdziarsky et al.
1990).

A number of models have been put forward to explain the soft excess emission of
AGN. One obvious model is that the soft excess (and the whole of the big blue bump)
is thermal emission from an accretion disk surrounding a supermassive black hole
(e.g. Ross, Fabian and Mineshige 1992). Alternatively, the soft excess may be due

to reprocessing of the power law component by optically thin clouds that surround
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the central regions (e.g. Guilbert & Rees 1988), or the surface of an accretion disk
(e.g. Ross & Fabian 1993). Reprocessing of the radiation by electron - positron
pairs can also produce a soft excess (Zdziarski et al. 1990). In the reprocessing
models, the soft excess responds to changes in the power law flux, with a time delay
related to the distance between the power law emitter and the reprocessing material.
If the power law component is caused by Compton upscattering of accretion disk
photons, and the soft excess is thermal emission from a hot accretion disk, then the
delay between the power law and soft excess components is expected to be in the
opposite sense, i.e. the soft excess changes before the power law component. If the
soft excess is due to reprocessing of X-rays by electron - positron pairs, time delays
between the power law component and soft excess depend on the compactness of

the emission region (Done & Fabian 1989).

6.1.2 The Narrow Line Seyfert 1 Galaxy Markarian 766

Narrow line Seyfert 1 galaxies (NLSls hereafter) are known to have strong soft
excesses, (Puchnarewicz et al. 1992, Boller, Brandt & Fink 1996) and are therefore
obvious candidates for investigating the interrelation between the power law and soft
excess components. However, detailed studies of individual objects have tended to
concentrate on those with extreme properties, of either abnormally steep soft X-ray
spectra and/or unusually large variability, e.g. RE J10344-393 (Puchnarewicz et al.
1995), TRAS 13224-3809 (Otani et al. 1996), RE J12374+264 (Brandt, Pounds &
Fink 1995).

In this chapter I present a study of the X-ray emission of the nearby (z=0.013),
radio quiet, NLS1 galaxy Markarian 766. Markarian 766 fell within the field of view
of the ROSAT PSPC during no less than 9 different observations, was observed at
least once in each of the years 1991 to 1994 inclusive, and is a bright PSPC source
(1 = 6 counts s™'). The long sampling time scale provides a rare opportunity to

study both the long and short term behaviour of the source.
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Markarian 766 has a significant but not extreme soft excess (Boller, Brandt &
Fink 1996), and is known to vary in a few hours (Molendi, Maccacaro & Schaeidt
1992); these are essential properties if time delays between the soft excess and power
law components are to be investigated within the time scales of individual ROSAT
observations. It is a strong Fe Il emitter (Gonzéalez Delgado & Pefez 1996) and has
significant optical polarization of > 2% perpendicular to its radio axis (Goodrich
1989).

Results from some ROSAT observations of Markarian 766 have already been
published. Molendi, Maccacaro & Schaeidt (1993) showed that Markarian 766 varied
by a factor of ~ 3 in the two days of observation during the ROSAT all sky survey.
Molendi & Maccacaro (1992) and Netzer, Turner & George (1994) used pointed
ROSAT observations and concluded that the variable X-ray spectrum is not the
result of a variable warm absorber.

Markarian 766 has recently been observed with ASCA (Leighly et al. 1996), and
was shown to have a variable power law component and a warm absorber (evidenced
by absorption edges at ~ 0.7 — 0.8 keV). Although a soft excess was detected, it is

poorly constrained because ASCA is not sensitive to photons with energies < 0.4

keV.

6.2 Observations

Details of the 9 ROSAT datasets used in this analysis are given in Table 6.1. T will
refer to them as P1, P2, etc.. All data were obtained using PSPC-B, and all data
reduction has been carried out using the Starlink ASTERIX package. All observa-
tions have been filtered using the same event rate and master-veto rate criteria, and
all times with poor aspect solution have been excluded.

Markarian 766 was at the centre of the PSPC field of view during 4 of the
observations, and in the remaining 5 it was at different off axis angles, ranging

between 13.5 and 43.9 arc minutes (see Table 6.1).
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Table 6.1: The 9 ROSAT observation datasets used in this analysis
Name ROR start start observation  exposure offaxis countrate
number date MJID length time angle

(seconds) (seconds) (arcmin)  counts/s
P1 RP700221 15 June 1991  48422.0 86246 8313 19.4 * 1.1
P2 RP701203 16 June 1992  48789.2 426470 6563 0.0 3.8
P3 RP701056 18 June 1992  48791.1 419862 7178 43.9 * 2.2
P4 RP701091n00 8 Dec. 1992 48964.6 138240 5871 0.0 3.5
P5 RP701203m01 9 Dec. 1992 48965.1 8640 2597 39.6 3.8
P6 RP700970 21 Dec. 1992  48977.7 149472 14613 13.5 3.3
P7 RP701413 16 Dec. 1993  49337.5 25920 3093 39.0 3.1
P8 RP701353 17 Dec. 1993  49338.9 17280 3044 0.0 2.3
P9 RP701091a01 5 June 1994 49508.8 7600 2703 0.0 6.3

* In these observations Markarian 766 is close to the PSPC ribs

6.2.1 Use of Off axis Observations

The point spread function (PSF) of the ROSAT PSPC changes dramatically with off
axis angle, hence for the six different detector locations, different regions have been
used for collecting source and background counts. Source and background regions
were chosen to be at similar off axis angles; they do not overlap with the region
obscured by the PSPC rib support structure, and contain no contaminating bright
sources. The use of observations with different off axis angles is justified because the
dependence of the ROSAT PSF with off axis angle is well known except for the very
low energy response (Hasinger et al. 1994). In observations in which Markarian 766
is far off axis (P3, P5 and P7), large circles (6 arc min radius) have been used as
source and background regions to ensure that the majority of the source counts are
included.

In two observations (P1 and P3), Markarian 766 was occulted by the ribs of
the PSPC. To avoid any systematic errors in the X-ray flux as a function of time,
data from all times when the source extraction region entered the ribs have been
excluded; in general this means that only a portion of the spacecraft wobble period

has been included (ROSAT wobbles once every 400 seconds to prevent the detector
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window wire grid from systematically occulting sources). Note that because I use
the same part of each spacecraft wobble, this procedure is not expected to introduce
significant spurious variability. The effectiveness of this technique was verified using
time filtered images and lightcurves folded on the 400 second wobble period of
ROSAT .

Because of the proximity of Markarian 766 to the ribs in P1 it was necessary to
use a small circle of only 0.9 arc min radius to collect source counts, and hence the
correction for counts falling outside this circle is much larger for P1 than that for the
other observations (see Section 6.3.1). P1 also differs from the other observations in
that it took place before the October 1991 change of the gain (and hence spectral
response) of the ROSAT PSPC-B detector. P1 contains the most time intensive
monitoring of Markarian 766, and during P1 Markarian 766 was particularly faint;
for these reasons it is a particularly interesting observation and is retained despite

the technical difficulties.

6.2.2 Use of the Data

The data are examined in two ways: using data from three broad X-ray bands and
spectral fitting at full resolution. Together they allow me to extract the maximum

information about the spectral variability of Markarian 766.

I first construct X—ray lightcurves in three energy bands (Section 6.4). Using the
lightcurves as a guide, I construct X-ray spectra at six different flux levels (Section
6.5), allowing me to examine the spectral shape of Markarian 766 as it changes in
brightness, and determine the contributions of the different emission components to
the three X—ray bands. Variations in the three colour lightcurves and hardness ratios
are then used to study variability of the emission components (Section 6.6). Finally,
I cross correlate the flux in the three different bands to look for temporal relations
between the emission components (Section 6.7). This is particularly important as it

can test models for the origin of the soft excess and hard power law emission.



Chapter 6 133

6.3 The Three X-—ray Bands

The primary purpose for constructing a light curve in three different X-ray bands
is to examine how the overall spectrum changes with time. The three bands are
therefore required to have energy responses which are as independent as possible
to prevent the smearing out of spectral changes when photons of the same energy
contribute to the flux in more than one band. With a proportional counter such
as the ROSAT PSPC, it is impossible to find three energy bands which are com-
pletely independent. T have chosen the bands R1L, R4, and R7 (channels 11-19,
52-69 and 132-201 respectively) from Snowden et al. (1994). They are centred at
approximately 0.2, 0.7 and 1.7 keV respectively, and their energy responses overlap
with effective areas < 10% of their peak. Note that with bands this narrow, a large
number of PSPC channels (and hence a considerable number of source counts) are

excluded; this is acceptable because Markarian 766 is a bright source.

6.3.1 Correction for the PSPC PSF

It was explained in Section 6.2.1 that the ROSAT PSPC PSF changes with off axis
angle; some fraction of the PSF lies outside the circular region used to collect source
counts. It is therefore necessary to renormalise the count rates to the full PSF
before data from observations with different off axis angles can be compared. The
PSF of the ROSAT PSPC depends on energy as well as position. At the energies
corresponding to the R4 and R7 bands, the dependence of the PSF with off axis angle
is well understood, and is described by the analytic expressions given in Hasinger
et al. (1994); R4 and R7 count rates have therefore been renormalised using these
expressions.

Hasinger et al. (1994) do not provide a good description of the PSF at low
energies (i.e. the R1L band) because of a problem known as ghost imaging, in which
the positions of low pulse height events can be incorrectly determined by the PSPC

(see Snowden et al. 1994). The counts in R1L have been corrected using a Gaussian



134

fit to the observed R1L PSF in each observation. The 90% statistical error on this
Gaussian fit translates to a 5% uncertainty in the corrected R1L flux of observation
P1, which has the largest uncertainty because only a small circle is used to collect
source counts (see Section 6.2.1). In the other observations the renormalisation of
R1 amounts to a change of less than 10%, and hence the uncertainty on the RI1L

flux from the PSF correction is not likely to be more than a few percent.

6.3.2 Hardness Ratio Definitions

Two hardness ratios have been used to examine spectral changes:

R4 — RIL
HRog = ———
Fcots R4 + R1L
R7 — R4
HRharda = —~
hard = BT L R4

Both H Ryt and H Ryacq increase as the spectrum becomes harder.

6.4 The X-ray Lightcurves

To obtain good signal to noise (typically >30), counts in each band have been binned
to 5760 seconds (i.e. 1 ROSAT orbit).

The X-ray lightcurves in the three X—ray bands for the four years of observation
are shown in the top three panels of Figure 6.1; note that the x-axis is not continuous.
Markarian 766 exhibits substantial variability (> factor 2 in the R4 and R7 bands)
during every observation, excepting observations P5 and P9, which lasted only a
single ROSAT orbit each. Hardness ratios, computed from the three light curves are
shown in the bottom two panels of Figure 6.1. Hardness ratio changes, and therefore
changes in the spectral shape, are seen during all the periods of observation (again

except P5 and P9 which are too short for the variability to be addressed).
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Figure 6.1: Variations in the 3 colour count rates and hardness ratios of Markarian 766 binned in ROSAT

orbits (5760s). The three observations with low fitted Ny are shown as squares with dotted error bars, (see Section

6.5.3) while the rest are shown as diamonds with solid error bars. The vertical divisions indicate breaks between

observations; the X—axis has the same scale for all observations.
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6.5 Spectral Modelling

6.5.1 Splitting the observations

Before relating the lightcurves and hardness ratio changes to changes in specific
components of the X—-ray spectrum of Markarian 766, it is necessary to examine the
spectrum itself, and obtain a good spectral model.

The variable hardness ratios shown in Figure 6.1 show that the spectrum is
changing within the observations. I have extracted several spectra from each obser-
vation, that correspond to different levels of brightness of Markarian 766, to explore
the full dynamic range of spectral shapes.

Traditionally, the overall ROSAT count rate would be used to define the intensity
of the source (e.g. Molendi and Maccacaro 1993). This is not practical for the
current dataset which includes observations at different off axis angles, because the
broadband ROSAT count rate is sensitive to the position of the source on the PSPC
and it must be convolved with a model spectrum to correct for the proportion of
the PSF outside the source extraction circle, because the PSF is energy dependent.
To extract spectra as a function of overall ROSAT count rate, consistently for each
observation, would therefore require a prior knowledge of the spectra to be extracted!

This problem has been avoided by using the R4 count rate to define the inten-
sity of Markarian 766, instead of the broadband count rate. R4 covers a narrow
enough energy range that it is easy to correct for the PSF in a consistent way for all
observations without a detailed prior knowledge of the spectrum. R7 could equally
have been used; R4 has been preferred because it is more central to the ROSAT
bandpass.

Six different levels of intensity have been defined according to the R4 count rate,
and observations have been split up by their R4 count rates averaged in 5760 second
bins, as shown in Table 6.2. For each observation, all counts collected during a given
range of R4 count rate were combined to make a single spectrum. Up to six spectra

were therefore constructed from each observation; as seen in Table 6.2 a total of 31
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Table 6.2: Exposure times of spectra taken for different R4 count rates and obser-

vations.

Data time time time time time time

R4<02 02<R4<03 03<R4<04 04<R4<05 05<R4<06 06< R4

(seconds) (seconds) (seconds) (seconds) (seconds) (seconds)

P1 4132 2803 1378 — — —

P2 — 1303 543 2856 575 1286
P3 — 216 2466 2874 571 1051
P4 870 — 343 189 — 4469
P5 — — — 2597 — —

P6 165 1315 6683 2585 1502 2363
P7 — — 1233 896 — 964
P8 1186 1047 811 — — —

P9 — — — — — 2703

spectra were constructed.

I have not combined spectra from different observations because of their different
off axis angles and hence effective areas. Having the spectra split by observation also
allows some comparison of the long and short term spectral changes. The effective
area (as a function of energy) for each spectrum has been normalised to the source

count collecting region using the analytical expressions of Hasinger et al. (1994).

Spectra were binned in energy with a minimum of 30 counts per bin, and analysed
using the spectral fitting program XSPEC ; bad channels (1-7 and > 200 for P1,
1-11 and > 200 for the other observations, as defined in Snowden et al. 1994) were
ignored and an additional systematic error of 2% assumed for each channel to reflect
the uncertainty in the PSPC energy response. As stated above, observation P1 was
made before the PSPC gain reduction in October 1991 and hence the spectra from
this observation have been fitted using the high gain response matrix; the other

observations have been fitted using the low gain response matrix.
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6.5.2 Model Fitting

As a starting point for spectral modelling, I use a simple power law model with
neutral absorption fixed at the Galactic column of 1.76 x 10*® em™2 (Stark et al.
1992). The power law slope and normalisation are fit individually for all 31 spectra.
The fitted photon indices a range between 1.1 and 1.7 but the overall fit is very
poor (x*/v = 1.8 for 2342 degrees of freedom), and the residuals show evidence for

both a soft excess and additional neutral absorption (see Figure 6.2).

Allowing the absorbing column to vary in each spectral fit results in a significant
improvement in the fit (xy*/v = 1.3 for 2313 degrees of freedom) and results in a
column which is larger than the Galactic value. The redshift of Markarian 766 is so
low (z = 0.013), that using a redshifted absorber to represent the additional column
instead of z = 0 column makes no difference to the goodness of fit or the fitted

column; I have verified this using XSPEC .

Addition of a blackbody component to represent the soft excess also results in a
significantly better, although still poor, fit (x?/v = 1.2 for 2280 degrees of freedom)
with fixed Nyz. Adding a blackbody component and allowing the column to vary
results in a good fit, with x?/v = 1.0 for 2249 degrees of freedom.

A warm (partially ionised) absorber can often mimic the effect of a soft excess
in ROSAT spectra. Its principal signature in the ROSAT band is the presence of
absorption edges at 0.74 keV and 0.87 keV (rest energies) from O VII and O VIII
respectively. These edges can not be resolved from each other with the ROSAT
PSPC, and can be approximated as a single edge. It is known that Markarian 766
has a warm absorber from ASCA data. Approximating the warm absorber as a
single edge in the ASCA data resulted in an observed edge energy at 0.75 keV, and
to keep the number of fitted parameters to a minimum I have used an edge with a
fixed observed energy of 0.75 keV to represent a warm absorber. Substituting the
blackbody soft excess with an edge at 0.75 keV, again leaving the neutral column

free, results in x?/v = 1.1 for 2280 degrees of freedom. This is better than the
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Figure 6.2: Residuals from a power law model (best fit & = 1.2) with fixed Galactic
Ny, to the 0.4<R4<0.5 P2 spectrum. Note the residuals at the very lowest energies
which are indicative of intrinsic neutral absorption and the bump from 0.3 to 0.7

keV which suggests a soft excess.



140

fit without the edge, but is much poorer than the fit with a soft excess (the edge
model can be statistically rejected with 95% confidence). Including both an edge
and a blackbody soft excess results in only a very slightly better y?/v than using
just the blackbody soft excess; an F-test shows that the improvement in the fit is
not significant.

A good fit to the ROSAT spectrum of Markarian 766 therefore requires three

components: a power law, a soft excess and some intrinsic neutral absorption.

6.5.3 Absorption

In the previous section I allowed the neutral absorbing column to vary freely between
spectra. Neutral material is not expected close to the central regions of an AGN,
hence rapid variability of the absorbing material intrinsic to Markarian 766 is not
expected. I have therefore fitted the 31 spectra with only a single value of Ny for
each observation (i.e. 9 values of Ny), once using a blackbody, once using two black
bodies with fixed temperatures of 50 eV and 80 eV (see Section 6.5.5), and once
using a bremsstrahlung to represent the soft excess. x? and fitted values of Ny are
shown in Table 6.3; in each case I find a small reduction in x?/v, compared to that
when the column is fitted individually for each spectrum. The F-test shows that
for any of these soft excess shapes, allowing Ny to vary within each observation
does not lead to a significantly better fit than using a single value of Ny for each
observation, and when the column is allowed a different value for each spectrum
within an observation, the values are consistent within the observation. This shows
that there is no detectable change in the neutral absorbing column within
any of our observations, regardless of which model is used for the soft
excess.

However, the fitted values of Ny in different observations are not consistent with

each other.

With a blackbody soft excess, the fitted column for observations P4, P8 and P9
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Table 6.3: Fitting of spectra grouped by observation. For each model, x?/v is given

by observation and in total. In cases where spectra have been fitted using only a

single value of one or more parameter per observation, the parameters are listed in

parentheses beneath the model and values are given for each observation. Errors

are 68% for one interesting parameter.

Model P1 P2 P3 P4 P5 P6 P7 P8 P9 Total
Data 179 412 308 223 87 614 200 158 152 2333
points

BB 149/164  360/387 324/283 225/203 93/82 593/584 171/185 128/143 138147 2182/2249
BB 151/166 361/391 326/287 230/206 93/82 595/589 171/187 130/145 138/147 2196/2271
(NH) 2.840.3 3.0+0.3 3.4+0.3 1.84+0.2 2.94+0.5 3.6+0.2 4.3+0.6 1.840.3 2.0+0.2

BB 155/168  380/395 335/291 249/209 93/82 607/594 172/189 134/147 138147 2263/2293
(BBT) 6015 7045 6915 9545 81+7 6313 6516 88+5 10045

(BBL) 3.4+1.5 3.5+1.1 6.2+2.0 2.0+0.4 5.24+1.7 5.9+1.5 10.7+£5.5 2.0+0.5 3.3%+1.4

BR  151/166 361/391 331/287 240/206 89/82 592/589 171/187 131/145 149/147 2213/2271
(NH) 3.41+0.4 3.440.2 4.240.4 2.51+0.2 3.5+£0.4 4.240.2 5.1£0.6 2.6£0.3 2.410.2

2BB  149/166 366/391 335/287 230/206 90/82 590/589 170/187 128/145 139/147 2197/2271
(NH) 3.240.3 3.3+0.2 4.0+£0.3 1.940.2 3.44+0.6 4.0+0.2 4.7+0.5 2.0+0.4 2.240.2

BB model spectrum has a power law, a blackbody soft excess and absorption by neutral material

2BB model spectrum has a power law, two black bodies at temperatures of 50 eV and 80 eV

to represent the soft excess, and absorption by neutral material

BR model spectrum has a power law, a bremsstrahlung soft excess and absorption by neutral material

BB is the blackbody temperature in eV

BBy, is the blackbody normalisation in units of 10°7ergs—!/D? where D is distance to source in kpc

Npg is the neutral absorbing column in units of 102%cm™

2



142

are all Ny < 2x10?°cm~2 while the other observations have Ny > 2.8 x10*°cm~2. A
similar difference in fitted column (between P4, P8, P9 and the other observations)
is found when the soft excess is modelled as a bremsstrahlung or as two black bodies
(see Table 6.3).

The data from the low column observations (P4, P8, and P9) are shown as
squares with dashed error bars while data from the other observations are shown
as diamonds with solid error bars on Figure 6.1. In two cases, there is very little
time (less than the length of some observations) between observations which appar-
ently have high and low columns: P7 and P8 are separated by only one day, and
observation P5 was made during a break in P4. This would appear to contradict
the findings above, that there is no detectable short term variability of Ny.

Other spectral differences are seen between Markarian 766 in the low and high
fitted column observations. For example, if the soft excess is modelled as a single
blackbody, Markarian 766 has systematically higher fitted blackbody temperatures,
but lower blackbody normalisations, in observations P4, P8 and P9, than the other
observations (see Figure 6.3). The difference in spectral shapes can be illustrated
by comparing the residuals of a power law fit with neutral absorption fixed at the
Galactic value for observations P9 (Figure 6.4) and P2 (Figure 6.2), as in both cases
the best fit power law has a slope of @ = 1.2. The residuals seen in observation P9
have a different shape to those of observation P2. There is no physical reason why
the neutral column to Markarian 766 should be related to the temperature of the

soft excess.

I have tested that the difference in fitted columns is not caused by ghost imaging
and consequently inadequate PSF correction at low energy, by refitting all the spec-
tra and excluding all PSPC channels below 20. Although the best fit column values
change slightly, and the uncertainty on the fitted column increases, the observations
are still divided between high and low column as before. Furthermore, the PSF is
the same in the low column observations P4, P8 and P9 as the PSF in P2 which has
a high fitted column (all four observations had Markarian 766 at the centre of the
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PSPC). It would therefore seem very unlikely that the difference in fitted column is

related to inadequate correction for the energy dependent PSF.

Therefore, since there is no other satisfactory solution, the change in fitted

column is interpreted as a calibration problem with the ROSAT PSPC.

6.5.4 PSPC Calibration Uncertainties

There are known PSPC calibration problems. Before I began the work presented
in this chapter, it was known that the gain of the ROSAT PSPC has drifted over
the course of the mission (Turner 1993). While this work was underway, Snowden
el al. (1995) found that the drift of the PSPC gain is position dependent, i.e. the
gain has changed differently at different positions on the PSPC. The largest gain
change is found at the centre of the detector. Software is now available (at the time
of writing) in the FTOOLS package which is intended to correct PSPC data for
spatial /temporal gain changes by interpolating between calibration Al Ka detector
maps which have been produced for a number of epochs during the ROSAT mission.
However, much ROSAT data (including some of the Markarian 766 datasets) has
yet to be released in FTOOLS compatible format, and a new response matrix (not

yet available) is required for the corrected PSPC data.

I have fitted the spectra of two other bright objects which are in the same ROSAT
field as Markarian 766 during observations P2, P4, P8 and P9, to investigate the
change in fitted column caused by temporal /spatial gain changes. They are located
20 and 44 arc minutes from the centre of the PSPC. I have used a power law plus
blackbody and neutral absorber model to fit the spectra which were binned to a
minimum of 30 counts per bin (exactly the same as for Markarian 766). The fits
were acceptable (x*/v = 149/147 and 494/435), but in contrast to the fitting results
for Markarian 766, the best fit column densities found for the two objects during
observations P4, P8 and P9 were no lower than during observation P2. However, a

large change in the response near the centre of the PSPC is seen when comparing two
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Figure 6.3: Best fit parameters for a blackbody soft excess. All spectra from a single
observation have been fit simultaneously with a single value for the neutral absorbing

column (see Table 6.3). Errors shown are 68% for one interesting parameter.
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Figure 6.4: Residuals from a power law model (best fit & = 1.2) with fixed Galactic
Ny, to the P9 spectrum. Note that the residuals are found at higher energies than
for the P2 spectrum shown in Figure 6.2.
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observations of the galaxy cluster (a constant source) A2199 (J.P.D.Mittaz, private
communication). A model was fitted to the first spectrum; the ratio of the data
from both observations to this model is shown in Figure 6.5. The observed response
change (an increase of very low energy counts, and a lack of counts around 0.4
keV) in the later observation is compatible with the different shape of the residuals
shown in Figures 6.2 and 6.4 for Markarian 766, supporting the hypothesis that the
apparent change in Markarian 766’s column is caused by the spatial /temporal gain

change of the PSPC.

These results are consistent with the long term gain change being relatively
unimportant except at the centre of the PSPC. I will assume that the published
response matrices are not appropriate for observations P4, P8, and P9; spectral
fitting of these observations will consequently not be used to examine the shape of

the soft excess.

6.5.5 The Shape of the Soft Excess

Several models were tried for the soft excess component, and the lowest y? was
found for a single blackbody. A bremsstrahlung model for the soft excess has only
a slightly higher x? than the blackbody model but is poorly constrained for the
low count rate observations with a best fit temperature < 100 eV. Two blackbodies
with fixed temperatures at 50 eV and 80 eV, approximately the lowest and highest
temperatures found for the single blackbody (see Figure 6.3), were fitted to represent
a broader shape than a single blackbody. Again the x? is slightly poorer for this
model than for a single blackbody. These models are all acceptable fits to the data,
with x?/v = 1.0; it is not possible to distinguish between them using goodness of
fit.

However, it is possible to discriminate between them by examining the behaviour
of the power law component when the soft excess is described by different models.

The power law parameters for bremsstrahlung and blackbody soft excess models
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Figure 6.6: Behaviour of the power law component when the soft excess is modelled

with (a) a blackbody shape and (b) a bremsstrahlung shape.
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are compared in Figure 6.6. If the soft excess is modelled as a bremsstrahlung, the
power law spectral index shows a very large dispersion, from very soft (o = 1.7)
to very hard (e < 0). The dispersion in spectral indices is much smaller when
the soft excess is modelled as a blackbody, and is consistent with 1.4 < a < 0.8.
When the soft excess is modelled as two black bodies, the behaviour of the power
law component is qualitatively the same as for a single blackbody (Figure 6.6a) but
with a slightly harder power law slope (« is reduced by ~ 0.2 on average). The
observations of Markarian 766 using the ME experiment on KFXOSAT (Molendi,
Maccacaro and Schaeidt 1993), show values of spectral index range from o = 0.5
to o = 1.2, and the ASCA observation of Markarian 766 (Leighly et al. 1996)
shows spectral indices of @ = 1.0 and @ = 0.6. Both ASCA and EXOSAT MFE
observations are affected little by the soft excess (which barely enters their energy
passband), so provide power law slopes which do not depend on the shape of the
soft excess. The large dispersion of spectral slopes when the soft excess is modelled
as a bremsstrahlung is not found in higher energy data, indicating that a narrower
shape for the soft excess is more likely. Modelling the soft excess as a blackbody
results in power law slopes which are a little softer (by Aa ~ 0.2) than those seen
in ASCA and KFXOSAT data, but with a similar dispersion of slopes. Using two
black bodies to represent the soft excess also results in a good agreement between
the range of power law slopes found with ROSAT and the range of power law slopes
found in ASCA and FXOSAT observations.

6.5.6 The Spectral Model Translated to the Three X-ray
Bands

The three X-ray bands R1L, R4 and R7 will be used in the next section to interpret
the spectral variability of Markarian 766 in terms of variability of the soft excess and
the power law components. The spectral modelling described above allows separate

estimates of the count rates in all three bands to be determined for both the two
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components.

When the soft excess is modelled as a blackbody, its temperature never exceeds
90 eV. A blackbody component at 90 eV or less has an R7 count rate which is
over 100 times smaller than the R1L and R4 count rates, even when attenuated
by a neutral absorbing column of 3 x 102°cm~2. Similarly, when the soft excess is
modelled as two black bodies, the contribution to R7 is negligible. Even when the
soft excess is modelled using the much broader bremsstrahlung shape, the highest
fitted bremsstrahlung temperature (0.22 keV) leads to an R7 count rate which is 15
times smaller than the R1L or R4 count rates. An important result from the spectral
modelling is therefore that the soft excess in Markarian 766 produces a negligible
contribution to the R7 count rate.

In the following section I assume a blackbody shape for the soft excess, and a
neutral column of 3x10*°cm™2. The detailed shape of the soft excess does not matter
for the variability study because the soft excess is only observed in the two bands
R1L and R4: changing the black body temperature changes the contribution of the
soft excess to R4 relative to R1L. The mean fitted blackbody temperature is ~ 70
eV when observations P4, P8 and P9 are excluded (see Figure 6.3). A blackbody
of this temperature, absorbed by 3 x 10*°cm™2 of neutral, material produces an
R1L/R4 ratio of 4/1.

Therefore, spectral modelling indicates that the soft excess will provide the ma-

jority of its contribution in the R1L band. The power law component must dominate

the R7 band, and probably dominates the R4 band as well.
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6.6 Three Colour and Hardness Ratio Variability

I now return to the lightcurve and hardness ratios shown in Section 6.4. In light
of the spectral modelling results presented in the previous section, the variability
in the three X-ray bands R1L, R4 and R7 is examined and related to variability
of the power law and soft excess components. Each observation will be examined
separately to ensure that the results are robust against the different positions that
Markarian 766 has on the PSPC in different observations, and to ensure that the
temporal /spatial uncertainty in the PSPC gain has a minimal effect. Variability in
observations P5 and P9 can not be examined in detail because they were only a
single ROSAT orbit (5760 seconds) in duration.

The count rates in the three X—ray bands are strongly correlated with each other,
both between and within the observations, as shown in Figure 6.7. When data from
all the observations are combined, the probability that any of the pairs of bands are
not correlated is < 107'®; the dashed lines in Figure 6.7 are the best fitting straight
lines to the (R4,R1L), (R7,R1L), and (R7,R4) relations, and comparison with data
from individual observations reveals that the source always varies in a similar fashion.
Treating the dashed lines as crude estimates of the (R4,R1L), (R7,R1L), and (R7,R4)
relations, it is seen that when R7=0 (i.e. the power law component has disappeared)
there is still considerable flux (~ 0.2 counts/s) in the R1I. band. The same is true
when R4=0, but the dashed line for (R7,R4) passes closer to (0,0). This ‘residual’
flux in R1L betrays the presence of the soft excess, and confirms that it

peaks in the R1L band.

6.6.1 Changes in the Spectrum

The simplest model to explain the variability of the three colour fluxes described in
the previous section is that the power law is variable and the soft excess is constant.
The variability can be examined in more detail by comparing hardness ratios with

count rates in the three bands, and allows questions to be asked such as whether
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Figure 6.7: Comparison of the countrates for Markarian 766 in the 3 X-ray bands R1L, R4 and R7. Each
observation is shown separately, except P5 and P9 which are shown together. The same dashed lines are plotted for

each observation, and represent linear fits to the combined 3 colour data from all the observations.
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the change in power law flux is accompanied by a change in power law slope, and
whether variability of the soft excess, as well as variability of the power law, is
required by the data. The most robust comparisons are between H R},,.q and R1L,
and between HR,,f; and R7. R1L is not used in the calculation of H R},.4, hence
the errors on the two quantities are independent; similarly for R7 and H R, f;. I will
examine changes in hardness ratios within the five longest observations: P1, P2, P3,
P4 and P6; the other observations have too few data points to examine properly
hardness ratio changes.

From the spectral modelling performed in Section 6.5, one can estimate the ex-
tent of parameter space which requires investigation. Figure 6.3 shows that when
the soft excess is described as a blackbody, the data are consistent with a temper-
ature BBr between 60 eV and 80 eV, and a normalisation BBy, between 3 and 9
(x10%7erg s7'/D? where D is the distance to Markarian 766 in kpc). Figure 6.6a
shows that my spectral modelling is consistent with power law slopes a between 0.7
and 1.3.

The hardness ratios are plotted in Figure 6.8 and repeated in Figures 6.9 and
6.10. Each solid curve is the expected locus of hardness ratios for pure flux variability
(i.e. no change in slope) of the power law component, with a constant blackbody
soft excess; curves are provided for a range of soft excess temperatures in Figure 6.8,
soft excess normalisations in Figure 6.9 and power law slopes in Figure 6.10. Note
that I have made no attempt to ‘fit’ the data in this section.

The relation between H R,,s and the R7 count rate can be reproduced well by
pure flux variability of the power law. For any combination of soft excess parameters
and power law slopes, power law flux variability predicts that H R, s, should increase
with R7, which is the observed behaviour.

However, pure flux variability of the power law predicts that H Rp,.q is a mono-
tonically increasing function of R11 count rate. This does not match the observed
behaviour of H R}p,.4, which does not increase with RI1L for R1L < 0.8 as seen in
Figures 6.8 to 6.10. The relation between H R},.q and R1L can be reproduced by a
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(where D is the distance in kpc), and temperature BBy in €V as indicated on the curves.
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Table 6.4: Normalised variability amplitude in the three X-ray bands for each of

the observations.

ROSAT number RI1L variability R4 variability R7 variability

pointing of points amplitude amplitude amplitude

(%) (%) (%)

P1 14 12 32 31

P2 9 19 34 33

P3 13 17 29 29

P4 5 35 48 41

P6 10 20 38 40

P7 3 13 22 35

P8 3 9 32 19

steepening of the power law with increasing power law flux (see Figure 6.10) and/or
an increase in the blackbody normalisation (see Figure 6.9) with increasing power

law flux.

6.6.2 Variability Amplitude

A simple means of examining the variability of the different spectral components is
to compare the variability amplitude in the three X-ray bands. For this I have used
the normalised variability amplitude, which is defined as the standard deviation
oint divided by the mean count rate. This is corrected for measurement errors by

assuming that

0-2'2711‘ = ngs - 0-27“7" (61)

where o;,; is the true standard deviation, o., is the observed standard deviation,

and o, is the measurement error (see Edelson 1992).
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The variability amplitude in the three bands is shown in Table 6.4. In every
observation the variability is smaller in the R1L band than in either R4 or R7. This
shows that the more variable component is the power law, which dominates the flux
in R4 and R7 bands; the reduced variability amplitude in R1L is due to the relatively
invariant soft excess diluting the overall (power law + soft excess) R1L variability.
This means that to explain the hardness ratio variability in Section 6.6.1,
the power law slope must vary. The soft excess does not undergo substantial
(e.g. factor 2) variability over the time scale of an observation (< 1 week), but

smaller amplitude variability of the soft excess can not be ruled out.
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6.7 Cross Correlation Analysis

If the soft excess and power law components are emitted from physically distinct
regions near the centre of Markarian 766, then some time delay is expected between
changes in the two components, and can be used to distinguish between different
models for their production (see Section 6.1.1).

The time dependence of changes in the soft excess and power law components
has been studied by cross correlating the count rates in the three bands using the
discrete correlation function (DCF hereafter, see Edelson and Krolik 1988).

The DCF for the R1L and R4 lightcurves is defined as
(RIL(t)— < RIL >)(R4(t + 7)— < R4 >)

OR1L. OR4

DCF(r) = %Z

where the sum is made over all M values of t for which there is a measurement
of R1L at time t and a measurement of R4 at time t+7. < R1L > and < R4 >
are the mean R1L and R4 count rates respectively; ori;, and ogry are the standard
deviations of the R1L. and R4 count rates respectively and have been corrected for

measurement error using equation 6.1 in Section 6.6.2. The standard error on the

DCF is defined as

2

— DCF(r)
(6.2)
The DCF is similarly defined for any combination of R11.,, R4 and R7. This method

opcr(T) = U1

OR1L OR4

1 \IZ [(RlL(t)— < RIL >)(RA(t + 7)— < R4 >)

is appropriate to our ROSAT data since it requires no interpolation, and provides
simple error estimates.

ROSAT wobbles with a period of 400s, preventing the wire grid of the PSPC
window from permanently masking sources; 400s is the smallest time binning which
does not introduce spurious variability associated with the spacecraft wobble. Hence
lightcurves with 400s time bins have been cross correlated. Due to the orbital inter-
ruptions in ROSAT observations the number of pairs available for cross correlation

is very small for time differences greater than 1200 seconds. Only the five longest
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observations have been used: the others are too short to provide a useful number of
pairs for cross correlation.

The results of the cross correlation analysis are shown in Figure 6.11 The error
bars are 68% as given by equation 6.2 above. The cross correlation was intended to
reveal whether changes in the soft excess component preceded changes in the hard
power law or vice-versa. The time bins are the same for all three bands, so there
is no asymmetry in the DCF originating from the temporal sampling. Since the
points of the DCF are not independent, we require some simple means of testing the
significance of the observed DCF against the null hypothesis that neither component
leads the other. T have used a bootstrap error method: for each time lag, pairs of
points were chosen at random from all the original pairs with corresponding positive
or negative time lag and the DCF constructed with the same number of pairs as the
real DCF; this was repeated 1000 times and the solid line in Figure 6.11 corresponds
to the region bounding 68% of the symmetrical bootstrap simulations. It is seen
in Figure 6.11 that the only significant deviation from the symmetrical bootstrap
simulations is in observation P1 where there is a marked asymmetry in the DCF of
R1L and R4. To improve the signal to noise further, the DCF has been computed
using a single bin for positive time lags and a single bin for negative time lags.
Applying our bootstrap error method we find that the observed asymmetry of the
DCF of R1L and R4 is significant at the 95% level, and that of R1L and R7 is
significant at 85% for observation P1. The DCF is within the 68% confidence limits
for R7 and R4 in observation P1 and for all combinations of R11,, R4 and R7 for
the other observations.

Thus, in P1, when Markarian 766 is at its faintest, and consequently the power
law component is smallest relative to the soft excess, changes in the soft excess com-
ponent appear to precede changes in the power law component. When Markarian
766 1s brighter, this appears not to be true, although in this case the power law
component dominates even in R1L, and hence any temporal relation between the

power law and soft excess components may be swamped.
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Chapter 7

The Properties of Markarian 766
and other NLS1s

In this chapter I discuss the possible mechanisms for the X-ray emission in Markarian
766 in light of the results presented in Chapter 6. I also consider the results in the

context of X—ray and multiwavelength emission from other NLS1s.

7.1 Long and Short Term Variability Properties
of Markarian 766

There is no apparent long term variability trend present in the ROSAT observa-
tions of Markarian 766. On a time scale of hours, Markarian 766 varies continuously
in every observation period. The spectral variability takes the same form in ev-
ery observation, which can be explained by variability of the power law slope and
normalisation.

Given that the behaviour is the same throughout the PSPC pointed observations
from 1991 to 1994, the same spectral variability would be expected in the ASCA
observation of Markarian 766 in 1993. Leighly et al. (1996) report that the major

162
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change in the ASCA band was that the power law slope became steeper as the power
law flux in the ASCA band increased. This behaviour is entirely consistent with the
spectral variability seen in the ROSAT observations.

7.2 The Origin of the Power Law

There are two popular models for the power law X-ray component of radio quiet
AGN; both are based on Compton upscattering of UV or soft X-ray photons from
an accretion disk or optically thin plasma. In the first model, the observed power
law emission is simply that from upscattering of the soft photons in a hot (kT ~ 500
keV) plasma, or by a non - thermal distribution of relativistic electrons (Walter &
Courvoisier 1992). In the second model, the emission originates in a region in which
the radiation density is large enough that the region is opaque to photon - photon
collisions (y-ray - y-ray or y-ray - X-ray) which give rise to electron - positron
pairs. These pairs down scatter the y-ray radiation and produce the observed X-
ray spectrum, including the soft X-ray excess (Zdziarski et al. 1990). Both these
models predict that in the variability of a single source the power law slope is softer
when the power law flux is higher (Done & Fabian 1989, G. Torricelli-Ciamponi &
Courvoisier 1995) as observed in Markarian 766.

Leighly et al. (1996) show that Markarian 766 has sufficient radiation density
in the emission region that pair production may be important. The compactness
parameter is defined as

| = Lor/Rm.c’

where L is the luminosity, R is the size of the source, o7 is the Thompson scatter-
ing cross section, m. is the mass of the electron and ¢ is the speed of light; pair
production may be important if [ > 10 (Svensson 1987). Using the shortest factor
2 variability time from the ASCA lightcurve (At ~ 1000s) to define the size of the
source, assuming R < cAt, Leigly et al. found [ ~ 12. Leighly et al. (1996) propose
that the variability observed during the ASCA observation is best explained by pair
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reprocessing, because the major spectral variability was confined to a single rapid
increase in the flux of Markarian 766 (after which it remained relatively constant),
and because the soft excess is not required to fit the high count rate spectrum. This
would be expected if the energies of the relativistic electrons were to increase sud-
denly: the first order pair reprocessed spectrum (seen as the soft excess) is replaced

by a non-linear pair cascade, which produces the a ~ 1 power law spectrum.

However, from the ROSAT observations it is clear that the soft excess does not
disappear when the power law increases in flux and slope, as this would lead to

exactly the opposite behaviour of H Rj,.q from that seen in Figures 6.8 to 6.10.

If the spectral changes in a source of compactness [ ~ 12 are determined by pair
reprocessing, the hard X-rays would be expected to vary ~ half a light crossing time
before the soft X—rays (Done & Fabian 1989). Assuming 1000s as the light crossing
time for Markarian 766 this delay is ~ 500s. This should lead to a significant
asymmetry in the cross correlations in Figure 6.11, such that changes in the R7
band (and to a lesser extent R4 band) lead the changes in the R1L band. No such
asymmetry is seen (the DCF from observation P1 is asymmetric in the opposite

sense).

If the power law component is produced by relativistic particles scattering soft
photons and pairs are not important, then changes in the power law component may
be simultaneous at all energies. At first sight the asymmetry in the cross correlation
of observation P1 (changes in the soft flux leading changes in the hard flux) would
appear to support this type of model, in that the soft excess changes before the
power law, which is scattered soft excess photons. However, in current models (e.g.
Torricelli-Ciamponi & Courvoisier 1995), the change in spectral index with power
law flux is brought about by a change in the relativistic electron energy spectrum,
not a change in the number of soft photons, and hence there is no expectation that

the soft flux should change first.
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7.3 The Origin of the Soft Excess

The low variability amplitude in the R1L band compared to the harder R4 and R7
bands (see Table 6.4) would suggest that the soft excess is relatively invariant on
short time scales compared to the power law component. This suggests that the
soft excess and power law are different components, and hence a pair reprocessing

origin for the soft excess is not likely.

The relative invariance of the soft excess also rules out models whereby the soft
excess is power law emission reflected or reprocessed close to the central regions.
However, if the soft excess were power law emission reprocessed at regions some
distance (light days or more) from the central regions, then the soft excess variability

would be smeared out by the long response; such a model is therefore compatible

with the ROSAT data.

The lack of short term soft excess variability is consistent with it being part
of the big blue bump, which is known to have a longer variability time scale than
the power law X-ray emission in radio quiet AGN (e.g. NGC4051, Done et al.
1990). The soft excess spectrum is well fit by one or two black bodies, and hence is
consistent with the shape expected from the high energy tail of a hot accretion disk
(e.g. Ross, Fabian & Mineshige 1992.)

I can not determine if the soft excess of Markarian 766 varies over a longer time
scale than 1 week. Different values for the blackbody parameters are obtained from
different observations, but the difference in off axis angles between the observations,

and uncalibrated gain drift of the ROSAT PSPC, mean that it is not possible to

assess long term variability with any certainty.

I note that the results presented here, i.e. that short term variability in the
soft excess component is not detected, are in marked contrast with the findings of
Molendi & Maccacaro (1994). Their study of Markarian 766 is based on observation
P2, in which they find that the soft excess varies with the power law component by

approximately the same amplitude, and hence that the two components are related



166

to the same physical process or are causally connected. However, they determine
the blackbody and power law parameters by fitting models to spectra in four states
defined by overall count rate. They do not quote uncertainties on the power law and
blackbody normalisations; the apparent correlation between blackbody and power
law normalisation may be caused by the coupled nature of the blackbody temper-
ature and power law slope when fitting low resolution ROSAT spectra. The three
colour data (see Figure 6.7), and lower variability amplitude in R1L than the R4
and R7 (Table 6.4), for all the ROSAT observations, including P2, show that the
blackbody flux can not vary as much as the power law flux. Consequently, the
model presented by Molendi & Maccacaro whereby changes in the accretion rate of
an accretion disk determine the variability time scales in the ROSAT band is not
valid, because the soft excess, assumed to be the high energy tail of an accretion

disk, probably does not vary with the time scales found in the ROSAT lightcurve.

7.4 X-ray Emission from Markarian 766 and Other
NLS1 Galaxies

Markarian 766 has one of the hardest ROSAT spectra of the NLS1s in the sample
of Boller, Brandt and Fink (1995). Indeed, some NLS1 galaxies have X-ray spectra
so soft that they are quite unlike that of Markarian 766 (e.g. WPVS 007, Grupe et
al. 1995, RE J10344396, Puchnarewicz et al. 1995). It is therefore important to
question whether the X-ray emission observed in the ultrasoft NLS1s could come
from the same physical processes as that observed in the very much harder NLS1s like
Markarian 766. Variability and spectral properties are important diagnostics; similar
physical processes can be expected to produce similar spectral shapes and similar
variability characteristics. The results presented here show that the X-ray spectrum
of Markarian 766 has two important X-ray emission components (the power law and

soft excess) which have different spectral shapes and different variability properties:
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a power law component which varies rapidly (thousands of seconds) and is softer
when it is brighter, and a soft excess which does not exhibit any measurable rapid
variability.

NLS1 galaxies which do not have extremely soft ROSAT spectra might be ex-
pected to be most similar to Markarian 766. The best studied of these at X-ray
wavelengths are NGC4051 and MCG-6-30-15. In both these AGN the power law
component shows rapid (hundreds of seconds) variability, and becomes softer as it
increases in flux. This variability is found in EXOSAT and GINGA observations
(Papadakis & Lawrence 1995, Matsuoka et al. 1990, Kunieda et al. 1992, Pounds,
Turner & Warwick 1986), i.e. has continued for a number of years. This is exactly
the behaviour found in Markarian 766.

The ultra-soft NLS1 galaxies show a more varied picture; some like RE J1034+4396
show no significant rapid variability in either power law or soft excess components
(Pounds, Done & Osborne 1995), while at least one ultrasoft NLS1, IRAS 13224-
3809, does vary significantly (factor 2 in 800s). An ASCA observations of IRAS
13224-3809 is consistent with the variability originating in the power law compo-
nent, which steepens as it brightens as in Markarian 766 (Otani ef al. 1996), and
a ROSAT observation is also consistent with this hypothesis (the spectrum hardens
as the source brightens, which indicates that the power law is varying rather than
the soft excess). Some ultra-soft objects have shown extreme variations in their
soft excess, which can not be attributed to variations in the power law components.
However, these variations are over a relatively long time scale (e.g. the ROSAT
count rate of RE J12374264 varied by a factor of ~ 70 between two observations
separated by one year with no measurable spectral change, and the ROSAT count
rate of WPVS 007 varied by a factor of ~ 400 in one year). There are no observations
of NLS1s to date where rapid X—ray variability can unambiguously be attributed to
the soft excess.

It is therefore plausible that the rapid variability observed in NLS1s may be

related to the power law component, even in those with strong soft excesses. This
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has important consequences, because the rapid soft X-ray variability has often been
assumed to come from the soft excess in these objects (a natural assumption given
that NLS1s as a class are unusual in showing both large soft excesses and rapid soft
X-ray variability). This has important consequences for the sizes of the emission
regions; if the rapid variability is confined to the power law component, then the
maximum size of the soft excess emission region is not given by the minimum ROSAT
count rate doubling time scale. In this case, the ROSAT count rate doubling time

scale does give an upper limit to the size of the power law emission region.

7.5 Analogy with Galactic Black Hole Candidates

Galactic black hole candidates (GBHCs) have X-ray spectra that are qualitatively
similar (power law component with a soft excess, an Fe line and reflection hump),
to those of Seyfert 1 galaxies. Both types of objects are thought to be powered
by accretion onto a black hole, and it is possible that the physical processes which
produce X-tay emission are the same in both types of objects. GBHCs have two
states: in the ‘low’ state they have hard (0.3 < o < 0.8) power law spectra with low
energy (< 2 keV) soft excesses and in the ‘high’ state they have steep power law
components (1.3 < o < 1.8) and powerful soft excesses which dominate the spectra
below ~ 8 keV (Ebisawa et al. 1996). In the low state, GBHCs exhibit very rapid
(millisecond) variability of the power law component, but vary less rapidly when
they are in the high state.

The connection between GBHCs and Seyfert 1 galaxies has been strengthened
by the discovery that RE J10344-396 has an extremely steep power law component
and an extremely powerful soft excess, and does not vary rapidly, i.e. it is like a
GBHC in a high state (Pounds, Done & Osborne 1995). In this analogy, Markarian
766 is equivalent to a low state GBHC in that it shows continuous variability of the
power law component, the spectral index of which is similar to those found in low

state GBHCs. The variability time scales of GBHCs are much smaller than those
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of Seyfert galaxies like Markarian 766, but this is not surprising given the large
difference in the central black hole masses and hence overall dimensions inferred for
Seyfert nuclei and GBHCs. It is believed that the soft excess in the GBHC Cygnus
X-1 comes from a region of larger spatial extent (and hence varies on a longer time
scale) than that producing the power law emission (Done et al. 1992); the results
presented here show that the same is probably true for Markarian 766. Furthermore,
changes in the soft X-ray flux in Cygnus X-1 lead changes in the hard X-ray flux
(Miyamoto & Kitamoto 1989), which appears to be true also for Markarian 766 in

observation P1 (see Section 6.7).

Note that while Seyfert 1s with lines much broader than the NLS1s are not
found with ultrasoft spectra, i.e. are only analogous to GBHCs in the low state,

both GBHC states are represented among the NLSTs.

7.6 The Multiwavelength Spectrum of Markarian
766 and Other Narrow Line Seyfert 1s

The multiwavelength spectrum of Markarian 766 is shown in Figure 7.1. The largest
and smallest blackbody and power law model components from the ROSAT spectral
fitting are shown as solid lines. Also shown, as dotted lines, are the power law
components from the two spectral states identified in ASCA data by Leighly et al.
(1996). The optical spectrum is taken from Gonzalez-Delgado & Pérez (1996). Note
that the data in this plot are not simultaneous, the optical and ultraviolet spectra
have not been dereddened, and the model X-ray spectrum has not been adjusted
for absorption by neutral material. Markarian 766 has a large IRAS bump: it emits
more power from 10 - 100 microns than in the ROSAT energy range.

The spectrum is unusual among Seyfert 1 galaxies in that it shows no evidence
for the big blue bump in the ultraviolet. This has been noticed before by Walter &
Fink (1993) in that Markarian 766 has an unusually low ratio of ultraviolet to soft
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Figure 7.1: The multiwavelength spectrum of Markarian 766
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Table 7.1: Data sources for Figure 7.2

Object vF), shift IR Optical X-ray
Markarian 766 0 IRAS * Gonzalez-Delgado & Pérez 1996 this work
IRAS 1334942438 +2 Beichman et al. 1986 Wills et al. 1992 Brandt et al. 1996
MCG 6-30-15 -2 IRAS * Morris & Ward 1988 Walter & Fink 1993
Akn 564 -7 - Cruz-Gonzélez et al. 1994 Brandt et al. 1994
NGC4051 -5 IRAS * Ho, Filippenko & Sargent 1995 McHardy et al. 1995

* IRAS fluxes were obtained via the NASA extragalactic database (NED).
All ultraviolet data obtained from the Rutherford Appleton TUE archive.

X-ray flux given its soft X-ray slope. Most of the Walter & Fink (1993) sample of
ROSAT all sky survey selected Seyfert 1 galaxies fit a strong correlation between
soft X-ray slope and the ratio of ultraviolet (1375 A) to soft X—ray flux, suggesting
that they have big blue bumps which rise in the UV, peak in the EUV and extend
to soft X-ray energies. Besides Markarian 766, five other outliers were found by
Walter & Fink (see their figure 8), which have a low ultraviolet to soft X-ray flux
ratio given their soft X-ray spectral slopes. Of these five, one is the broad line
Seyfert 1 galaxy [1C4329A, in which the lack of ultraviolet flux is probably caused
by attenuation by dust in the edge on host galaxy. The remaining four Seyferts,
Akn 564, NGC 4051, TRAS 13349+2438, and MCG-6-30-15 could all be classified
as NLS1s by the criteria of Goodrich (1989). The multiwavelength spectra of these
objects are plotted in Figure 7.2, and sources for these data are given in Table 7.1.
All are particularly similar to that of Markarian 766; they have very large infrared
bumps and falling optical — ultraviolet spectral shapes. The lack of ultraviolet flux
in these objects may be a result of their having very high temperature soft excesses,

or (as suggested by Walter & Fink 1993) it may be due to reddening by dust.

These objects are also very similar to Markarian 766 in their X-ray spectral
and variability properties. NGC 4051 has a highly variable power law component
which softens as it increases in flux (Papadakis & Lawrence 1995) and a soft excess

blackbody component with kT ~ 100 eV (Mihara et al. 1994, Pounds et al. 1994).
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Figure 7.2: The multiwavelength spectra of the outlying NLS1s of Walter & Fink
(1993). Note that the spectra have been vertically shifted for clarity.
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Papadakis & Lawrence’s cross correlation between the soft (0.1 - 2 keV) and hard (2
- 8 keV) flux is highly asymmetric such that the soft flux tends to lead the hard flux,
and the power spectrum of the soft flux is steeper than that of the hard flux (i.e.
the soft flux has more change over longer time scales) which would be consistent
with a slowly varying soft excess and a rapidly varying power law component. Akn
564 shows variability by around 20% over 1500s during the ROSAT observations
of Brandt et al. (1994), and when the soft excess is modelled as a blackbody the
power law component has a similar slope (o ~ 1.1 and the blackbody a similar
temperature (kT ~ 130 eV) to Markarian 766. TRAS 1334942438 is also variable,
although as yet no rapid variability has been seen, and when the ROSAT spectrum
is modelled as a power law and blackbody soft excess has a similar power law index
(o ~ 0.8) and soft excess temperature (kT ~ 90 eV) to Markarian 766, (Brandt et
al. 1995). MCG-6-30-15 also varies rapidly (Reynolds et al. 1995), and has a hard
power law component which softens as it increases in flux, although no soft excess
has as yet been detected.

Brandt et al. (1994 and 1995) found no evidence for any intrinsic neutral column
in ROSAT spectra of Akn 564 or IRAS 1334942438, and preferred spectral models
without a soft excess component because the presence of a soft excess would require
a neutral column which is smaller than the measured Galactic column; their spec-
tral fitting was based on ROSAT observations performed in December 1992 (IRAS
13349+2438) and November 1993 (Akn 564), with both targets at the centre of the
PSPC. As shown in Section 6.5.3, the observations made around these times with
Markarian 766 at the centre of the PSPC are miscalibrated, with the result that the
fitted absorbing column is probably underestimated. Even with an edge to represent
absorption from O VII and O VIII, the underlying spectra in these two objects are
unusually steep (o > 1.5), suggesting that they do have soft excesses.

The very similar multiwavelength spectra and X—ray properties in these objects

probably mean that they lack ultraviolet flux for a common reason.

Attributing the lack of ultraviolet flux to reddening by dust in the line of sight
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is an attractive solution. Optical polarization of Markarian 766, of ~ 2% increasing
to the blue, indicates scattering from dust grains. These dust grains are probably
located within the narrow line region, because the broad lines show more polarization
than the narrow lines (Goodrich 1989). For Markarian 766, the required amount of
reddening to make the ultraviolet flux match the Walter & Fink (1993) ultraviolet
— soft X-ray relation is consistent with its high Balmer decrement (H,/Hz = 5.1)
seen in the optical spectrum. This amount of reddening is about twenty times that
expected for a Galactic gas to dust ratio and the measured cold absorbing column
of ~ 3 x 10%%m™? (Walter & Fink 1993). This is reasonable if the dust is located
in the narrow line region where hydrogen and helium will be predominantly ionized.
The cross section for photoelectric absorption by metals in dust grains can be much
smaller than for metals in the gas phase because of self blanketing (e.g. Fireman
1974 states that the 0.3 keV photoelectric cross section for 0.6 p radius dust grains
is only ~ 20% its value for gaseous metals.) Similar conclusions can be drawn from
polarization properties and Balmer decrements of IRAS 1334942438 and MCG 6-
30-15 (Wills et al. 1992, Thomson & Martin 1988).

Thermal emission from dust is also probably the best explanation of the large
IRAS bumps in these objects. A large excess of 10 - 100 micron emission appears to
be a common property in many NLS1 galaxies, including those which are ultrasoft
such as RE J1034 4396 (Puchnarewicz et al. 1995), which has a similar infrared to
ultraviolet spectral energy distribution to the objects discussed above. Detailed sub-
millimetre observations of the NLS1 1Zw1 indicate that the IRAS bump is well fitted
by thermal emission from dust, but is poorly fitted by synchrotron models (Hughes,
et al. 1993). The evidence for dust in these objects is extremely strong, even if the
deficit of ultraviolet flux is related to unusually high big blue bump temperatures.

It is therefore likely that dusty Seyfert 1 galaxies are preferentially those which
have narrow lines. This is supported by the fact that the only five Seyfert 1s of
the Walter & Fink (1993) sample to show evidence for dust reddening have narrow
lines. It is further supported by the large ratio of narrow to broad line Seyfert 1s
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found in IRAS surveys (> 20% in the IRAS samples of Spinoglio & Malkan 1989
and Osterbrock & DeRobertis 1985) and small ratio (~ 10%) of narrow to broad
line Seyfert 1s found in optical surveys (Stephens 1989).

Finally, in the unified model for AGN, Seyfert 2 galaxies are Seyfert 1 galaxies
viewed side-on, such that the broad line regions are obscured from us (see Figure
1.1 in the Introduction to this thesis). The hidden broad line regions (and Seyfert
1 type optical continua) of Seyfert 2 galaxies can be seen in polarized light. This
is scattered into our line of sight by free electrons, which scatter optical light more
or less independently of wavelength, or dust, which scatters blue light much more
than red light (Antonucci 1993). If more dust is found beyond the broad line region
in NLS1s than in broad line Seyfert 1s, we would expect those Seyfert 2s which
have the largest red-blue polarization gradient to have hidden broad line profiles
like those of NLS1s. The numbers and qualities of spectropolarimetric observations
of Seyfert 2 galaxies are not sufficient to address this issue quantatively, but this hy-
pothesis is qualitatively supported: of the Miller & Goodrich (1990) sample of eight
highly polarized Seyfert 2 galaxies, one (NGC7674) has NLS1 width polarised broad
Ha and HB components, and this object also has the highest red-blue polarisation

gradient.

7.7 Conclusions

I have examined the variable soft X-ray emission of Markarian 766 using hardness
ratios and spectral analysis of 9 ROSAT datasets. The spectrum is well described
by a power law and a blackbody (kT ~ 70 eV) soft excess. Hardness ratios and the
variability amplitudes in three energy bands show that the power law component
varies continuously on a time scale of ~ 5000s but the soft excess component prob-
ably does not vary significantly within the observations. The power law component
is always steeper when it is brighter. This variability can be explained if the power

law is produced by thermal or non-thermal Comptonisation of soft photons. While
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pair reprocessing could produce the correlation between power law spectral index
and flux, delays expected between changes in the hard and soft flux are not seen.

The behaviour of Markarian 766 is highly analogous to that of Galactic black
hole candidates in the low state, which have rapidly variable power law components
and less variable (extended) soft excesses.

I show that X-ray variability properties of other NLS1s are consistent with the
picture suggested for Markarian 766 (i.e. that the rapid variability occurs in the
power law component and that the soft excess varies over long time scales only).
The time scale for variation in the ROSAT band probably provides an upper limit
for the size of the region in which the power law (but not necessarily the soft excess)
is produced. This means that the physical size of the soft excess region may be much
larger than the X-ray power law producing region, and hence is consistent with the
soft excess having the same variability time scales as the ultraviolet part of the big
blue bump.

Markarian 766 is known to have a deficit of ultraviolet flux relative to its X-ray
emission. | show that the four other objects in the Walter & Fink (1993) sample of
ROSAT all sky survey selected Seyfert 1 galaxies, which show a lack of ultraviolet
emission (excluding 1C4329a which is probably strongly absorbed by its edge-on
host galaxy) have very similar infrared to X-ray flux distributions to Markarian
766. These galaxies could all be classed as NLS1s, and are seen to have very similar
X-ray spectral and variability properties to Markarian 766 (calibration uncertainties
in the ROSAT PSPC mean that two of these objects, IRAS 13349+2438 and Ark
564, may be more like Markarian 766 than was previously thought). I argue that
the multiwavelength flux distributions of these objects support the Walter & Fink
suggestion that the ultraviolet flux deficit is related to dust extinction, and show
that other independent data are consistent with a picture in which NLS1s have more

dust in their narrow line regions than broad line Seyfert 1s.
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Conclusions

8.1 The Big Picture

In this final chapter I will put my results into a wider context. In Chapters 2 and 4
I studied how the AGN population has changed with cosmic epoch. In Chapter 3 1
examined the NELG population while in Chapters 6 and 7 I have studied a single
NLS1 galaxy and the physical processes which give rise to its (and other NLS1’s)
X-ray emission. These seemingly disparate threads are drawn together in the wider
picture of AGN evolution: what has actually happened to the centre of galaxies
since the big bang to the present day? Were all the QSOs formed at z > 2 and have
they slowly dimmed ever since, or do QQSOs live brief, bright lives to be replaced
by fresh QSOs which are, on average, slightly less luminous? Do dim QSOs flare
up again when fresh fuel is available, perhaps after interactions with other galaxies?
Have many of the once mighty QSOs ended up as somewhat more humble NELGs,
or are the NELGs a completely different population? And where do the NLS1s fit

in, are they remnants of ancient QSOs or are they young objects at the peak of their
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activity? Where does the remainder of the X—ray background come from? Answers

to these and similar questions are the ultimate goal of much of the research I have

described.

8.2 Some Current Theories

Cavaliere & Padovani (1988) break the range of possibilities for QSO evolution into
3 groups:

1) QSOs are long lived, slowly dimming since their formation at z > 2, so that only
a small fraction of galaxies (a few percent) will ever have hosted QSOs.

2) QSO activity is a single, short lived episode in the history of (virtually) every
galaxy. If this were the case, (virtually) every galaxy at the present day must
harbour a QSO remnant - a massive, but in most cases ‘inactive’, black hole.

3) A form of evolution which is intermediate between these two possibilities, such
that a subset of all galaxies contain QSOs which undergo short lived but recurrent
activity.

The important thing to note about these possibilities it that they each specify
different time scales of activity and different fractions of galaxies which have con-
tained active nuclei. The length of time a QSO spends ‘active’, and hence with an
appreciable accretion rate, determines the present day mass of the central black hole.
It follows that if QSOs are long lived, their central black holes must be extremely
massive in the present day. It is simple to calculate the mass of present day long

lived QSOs assuming a power law PLE model for the evolution. The mass gain rate

of a massive black hole is given by (Frank, King & Raine 1992):

dM
L = nc?—— 1
ne — (8.1)

where L is the luminosity, ¢ is the speed of light, M is the mass of the black hole,
t is time, and n is the efficiency of the accretion process. L at redshift z (and the

corresponding time) is related to present epoch luminosity Lo by the PLE model
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L(z) = f(2)Lo, and dt is related to dz by equations 1.2 and 1.3 in Chapter 1. It
follows that
Lo

21 —dt
My = M —/ — 2
0 1+ e Jo f(2) 1. 7 (8:2)

where the subscript 0 refers to the present epoch and the subscript 1 refers to some
previous epoch. Under the assumption f(z) = (1 + 2)*? (see Chapters 2 and 4)
and n = 0.1, AGN have gained ~ 107 M, since redshift z; = 2 for every 10%° erg
s71 of present bolometric luminosity. A present day bolometric luminosity range for
Seyfert 1 nuclei between 10** and 10** erg s™! thus corresponds to a range of black
hole masses of at least 10'°My to 10'2Mg in the present epoch. A similar mass
range has been calculated by Cavaliere & Padovani (1988) for exponential PLE of
the luminosity function. The situation is more complicated if objects have only
been active for a short period or are recurrent, because the remnants are distributed
between currently active and inactive galaxies. The mass range then depends on
what fraction of galaxies have ever been active and hence on the length of time of
activity. Cavaliere & Padovani (1988) estimate that the mass range could be at least
2 orders of magnitude smaller if AGN are short lived.

It is hence possible to constrain the history of AGN evolution by examining
AGN (and ordinary galaxies which may contain the remnants of previous activity)
in the present epoch (z ~ 0) and determining, from dynamical arguments, the
mass of the central regions. From this perspective, Cavaliere & Padovani (1989)
propose that AGN activity is probably short lived and recurrent but acknowledge
that astronomers limited understanding of the central regions of AGN lead to some
considerable uncertainty in calculating the mass.

Haehnelt and Rees (1993) propose that in a hierarchical cosmogony such as cold
dark matter (see White et al. 1995 and references therein), a short lived active
nucleus to every galaxy is expected: a new AGN forms at the same time as a
galaxy-scale structure forms. The evolution of the luminosity function is explained
by the evolution of structure in the universe, the peak of AGN activity occurring

naturally at the expected peak of galaxy formation, 2 < z < 3.
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More recently, Yi (1996) has proposed that the evolution of the QSO luminosity
function, and in particular the strong evolution for z < 2, can be explained well by
changes in the accretion mode (from high to low efficiency) of long lived AGN which
were born at 3 < z < 4. As yet, there is no clear answer to the problem of AGN

evolution.

8.3 What Light Does This Thesis Shed on These

Issues?

8.3.1 The AGN Luminosity Function

In Chapters 2 and 4 | showed that the evolution of the luminosity function can be
described by PLE for g¢g = 0. If NELGs are included with the broad line AGN, this is
also true of gy = 0.5, and even if the NELGs are not included most of the evolution
is luminosity (rather than density) evolution. This behaviour of the luminosity
function is reproduced very naturally by a slowly dimming population of long-lived
QSOs.

Models of QSO activity which are short lived or recurrent can reproduce PLE
type behaviour of the luminosity function, but require some external (environmental)
factor to reduce the luminosity of each successive flare up or generation of AGN. In
a scenario where AGN are produced at the formation of a galactic scale structure it
could be envisaged that later AGN are less luminous, but it would be difficult for this
scenario to reproduce the PLE behaviour of the X-ray luminosity function, because
it is essentially a form of density evolution. If AGN are recurrent, then we require
that the successive outbursts be of decreasing luminosity, leading to PLE behaviour
of the luminosity function. If the periods of activity are caused by interactions with
other nearby galaxies, the required decrease in the luminosity of the outbursts may
be explained by the nature of the encounters changing as scale and structure in

the universe evolve (e.g. encounters may on average occur at a greater distance
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in the present epoch). Alternatively, the available fuel may be depleted during
the outbursts or by some other mechanism (e.g. stripping of gas and dust by an
intracluster medium). However, if encounters with other galaxies lead to outbursts,
the majority of QSOs would be expected to inhabit regions where the space density
of galaxies is enhanced, i.e. clusters of galaxies; this is not thought to be the case

(e.g. Boyle & Couch 1993).

8.3.2 NELGs

The X-ray selected NELGs are probably a mixed bag of objects, and some may be
powered by star formation and not related to AGN activity at all. However, NELGs
do appear to be undergoing evolution which (at least at low redshift) is similar to
the evolution of QSOs (although this could also be related to star formation as
evidenced by the evolution of the optical NELG population). On average, they
also have harder X-ray spectra than QSOs (Romero-Colmenero et al. 1996), and
NELGs typically have X—ray luminosities which are orders of magnitude lower than
QSOs. The hard spectrum may be the signature of an evolved, very low accretion
rate QSO. By analogy, the Galactic black hole candidates are believed to be in a
low accretion mode when they show a hard spectrum. Additionally or alternatively,
their spectra could be hard because of intrinsic absorption; this is certainly believed
to be the case for Seyfert 2 nuclei. These properties make NELGs good candidates
for the low-state QSOs or remnants of QSOs and it is thus worth considering what
implications this would have for QSO evolution.

The properties of the X-ray selected NELG population support the hypothesis
that they are the remnants of long-lived, slowly dimming QSOs, rather than the

remnants of short-lived or recurrent QSOs, for two reasons:

1) They are currently found in optically luminous galaxies (McHardy et al. 1997,
in preparation) which represent only a small fraction of galaxies (remembering that

if QSOs are long lived they are probably found in no more than a few percent of all
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galaxies).

2) Whilst the exact form of NELG evolution cannot yet be determined, NELGs are
evolving in the sense that they are now less numerous and/or less luminous than at
higher redshift (at least up to z = 0.6). This behaviour is expected if the NELGs are
the slowly dimming remnants of slowly dimming QSOs. If QSOs are brief, bright,
once-only events, one would expect the number of remnants to be increasing with
time, so if X-ray NELGs are the remnants, their evolution should be in the opposite
sense to that observed. Alternatively, if NELGs are the remnants and the precursors
of single event QSOs they need not evolve at all, but again this is contrary to the
observed evolution of NELGs. Therefore if QSOs are recurrent events and NELGs
are the remnants, then there is no explanation as to why the X-ray NELGs should
be dimming or becoming less numerous. If the NELGs are low-state recurrent AGN,
their observed evolution requires that their luminosities are declining in both the
flare-up and quiescent states, which is really a combination of the recurrent model
and long lived, slowly dimming model. There would be a requirement for a long
lived declining component in support of the idea that the evolution is driven by the

slow dimming of long lived AGN.

8.3.3 NLS1s

If the hard X-ray spectra of NELGs makes them good candidates for the massive
evolved remnants of QSOs, the typically very soft X-ray spectra of NLS1’s would
appear to make them very poor candidates. In the case of Markarian 766, I find
that the soft excess could well be the high energy tail of the primary emission from
an accretion disk. Current models suggest that only high accretion rate, low mass
(< 10")Mg AGN have accretion disks that radiate appreciably in the soft X-ray
band (Ross, Fabian & Mineshige 1992). High accretion rate has been suggested by
other authors (e.g. Boller, Brandt & Fink 1996) to explain the overall properties
of NLS1s. If NLS1s really are low mass, high accretion rate objects, then they do
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not fit with the scenario in which QSOs are long lived and have been gradually
dimming since z > 2, but would certainly be expected if QSOs are short lived or
recurrent. Of course these simple models for QSO evolution can only be expected
to describe the typical/average behaviour of AGN. The very existence of NLSIs is
not sufficient reason to disregard the slowly dimming QSO model, even if they are
low mass high accretion rate objects: a few QSOs may have formed late or flared up
because of recent interactions but the majority could still be slowly dimming since
z = 2. How much a threat NLS1s could present to the model in which AGN are
slowly dimming depends on how numerous the NLS1s are relative to other AGN.
This would be difficult to determine because NLS1s have a different multiwavelength
spectrum to other AGN (the strong infrared bump, strong soft X-ray excess and
relatively red optical continuum). Hence samples of AGN are biased towards or
against the detection of NLS1s relative to other AGN depending on the selection

wavelength.

8.3.4 The X-ray Background

There is one further piece of observational evidence to consider. The X-ray back-
ground has a harder spectrum from 1 - 10 keV than most AGN. At present, NELGs
look like the best candidates to supply the majority of this radiation. If NELGs
are the burnt out remnants of old, long lived QSOs, or of brief bright QSO phases,
then one would not expect to find them in large numbers at z > 2 when QQSOs are
at their prime. However, in the recurrent QSO model there is no reason why the
number of inactive AGN should be small at high redshift and hence the discovery
of a large population of X—ray NELGs at z > 2 would be evidence in favour of the
recurrent QSO model. Therefore, identifying the redshift of origin of the bulk of the
X-ray background at >1 keV, and constraining the evolution of NELGs at z > 1
are therefore crucial tests. From the work presented in Chapter 3, it would appear

that NELGs do not continue to evolve rapidly at z > 1, but could still supply a
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considerable fraction of the X—ray background.

8.4 Multiwavelength Evolution

Perhaps the best way to examine the physical evolution of AGN will be to study the
multiwavelength spectral evolution of AGN, such as a comparison of the evolution
rates at infrared, optical, and X-ray wavelengths. The multiwavelength spectral
evolution can then be compared with that predicted by physical models of AGN.
For example, current models of accretion disks (e.g. Ross, Fabian & Mineshige
1992) predict that for the same luminosity, a higher mass black hole will have a
lower temperature accretion disk spectrum and hence a smaller soft X-ray/optical
ratio. Therefore, for long lived QSOs the accretion disk should dim faster at soft
X-ray than at optical wavelengths, and hence the soft X-ray evolution should be
faster than the optical evolution. Unfortunately, primary emission from an accretion
disk is not the only emission component found in the soft X—ray or optical spectra
of AGN, and indeed it is not proven that the big blue bump is emission from an
accretion disk at all.

At present, the selection effects in different bands are not sufficiently well under-
stood, the samples are still too small, and our understanding of the physical origin of
AGN emission at different wavelengths is not adequate to determine the large scale
history of QSOs from multiwavelength spectral evolution. With the next generation

of space and ground based observatories, these problems may be solved.

8.5 In Summary

The results presented in this thesis are essentially consistent with a scenario in which
on average, AGN are long lived and slowly dimming since z = 2: the evolution and

X-ray luminosity functions of QSOs and NELGs are hard to explain if QSOs lead

brief, bright lives or experience recurrent flares. However, a sizable population of
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narrow line Seyfert 1s would be hard for the long lived model to accommodate.
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Appendix A

Distribution of spectral slopes and

the luminosity function

A.1 Introduction

The concept of the K correction, which is used to correct luminosities and luminosity
functions to a constant emitted bandpass, was introduced in chapter 1. With the
poor spectral resolution of ROSAT |, and limited exposure time, it is not possible
to determine an accurate K correction for each source individually. Normally, the
mean spectrum is used for K correction, but this leads to a redshift dependent over-
estimation of the luminosity function. This was shown by Francis (1992) for the
case of a single power law luminosity function and a gaussian distribution of AGN
spectral slopes. I expand his results to suit the more realistic case of a two power
law luminosity function, which is used in this thesis.

The purpose of this treatment is to relate quantitatively the observed luminosity

function ¢.ps(L, z) to the intrinsic luminosity function ¢(L, z).
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I assume that AGN have a normal distribution of spectral slopes with standard
deviation o, about the mean slope ag, both of which are defined at the present
epoch z = 0. T also assume that AGN spectral slopes are not intrinsically related to
luminosity (i.e. AGN at different luminosities have the same distribution of spectral
slopes) and that the intrinsic spectral slopes of AGN do not evolve with redshift.
The number of objects per unit comoving volume per unit luminosity interval per

unit interval in spectral slope at the present epoch (z = 0) can be defined as

>N
W(Lo’a) = ¢o(Lo) x ¥(a)

where
e~ (a—a0)?/20%,

o\ 27

is the normalised gaussian distribution of spectral slopes.

Y(a) =

First I consider the simple case of a single unbounded power law luminosity
function which has no intrinsic evolution with redshift, which is the case treated by

Francis (1992).

A.2 Single Unbounded Power Law Luminosity Func-

tion

¢O(LO) — kLO_’Y
and hence,
d*N e—(a—a0)? /203,
- (L kLo
WVdLyda 05 @) = Lo =

The luminosity function and distribution of spectral slopes do not evolve with

(A1)

redshift, but for z # 0 the observed bandpass will be different to the emitted band-
pass. Using the expression for K correction of a power law spectrum given in chapter

1, section 1.2, one obtains

Lops = Lo x (14 2)' ™ (A.2)
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where L5 is the luminosity in the observers bandpass and Lg is the luminosity in

the emitted bandpass. Substituting in equation A.1 gives

—(a—a0)2/203

d*N

————————(Lops = kL (1 + 2)0=201 £ — A3
dVdLobsté( b 7Z7a) obs( —I_Z) o, 27_{_ ( )
Rearranging,
d*N 2
——————(Lops, 2,0) = kKL (1 + Z)(1—ao)('v—1)e[aa(w—l)loge(Hz)] /2
dVdL,sdo s

e~ lo=(a0—(v=1)loge(1+2)03)]? /257
oo\ 2™

It is convenient to K correct using the average spectral slope ag. This amounts to

X

changing the from the variable L., to
L= Lgsx (14 z)ao_l
giving
>N
dVdL da

e~ [a—(a0—(v=1)loge(1+2)02)]? /205

oo\ 2™

(L, z,0) = kL™ elral=Diege(1+2)/2 (A.4)

X

Integrating over all values of a gives

d*N

o (1,2) = (L, 2) = KLl 0 ens (142 (A.5)

Hence the observed luminosity function of objects K corrected using the mean spec-
trum, ¢ops( L, 2), is e(7a(r=1loge(142))*/2 {imes larger than the actual luminosity func-

tion, ¢(L,z). This is the result given by Francis (1992).

A.3 Real evolution

At this stage, I introduce real evolution of the luminosity function (because in reality

the luminosity function is evolving), and I will assume that the luminosity function
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retains its shape at all redshifts, i.e. the evolution is some combination of PLE and

PDE. Hence (L/F(E)
Po(L/[f(=
¢(L,z) = Q(Z)T
and L = f(z)Lo so that g(z) and f(z) represent density and luminosity evolution
respectively (see chapter 1, sections 1.5.2 and 1.5.1 for more details). Equation A.2
is replaced by

Lops = Lo x f(2) x (14 2)'7

and equation A.3 is replaced by
dBN k([fobs/f(z))_’y

—(a—ao)Q/Qa'a

2 (L. — 14 z)tmod-nE " (5
dVdLobs da( b % a) g(Z) f(Z) ( * Z) TaV 2m ( 6)
K correcting with the average spectral slope and rearranging,
d*N E(L/f(z))™" 2
- (L — T IA) lraly=1)loge(1+2)]7/2 AT
Vdlda 5 =9 ) ¢ (A7)
e~ la—(eo—(v=1)loge(1+2)03 )] /207
X
o\ 27
Integrating over all values of «,
bue(L,2) = 9(2) LTV fontomtioncrp (A

f(2)

A.4 Bounded Power Law Luminosity Function

The luminosity function of AGN is not an unbounded power law, hence the above
treatment is not appropriate. It is useful to consider the extreme example where

the z = 0 luminosity function is a power law within limits, and is zero otherwise:
¢0(L0) = La’y Li< Lo < Ly

QbO(LO) =0 Lo < Ll, Lo > Ly

®obs 18 obtained by integrating expression A.7 for Wd;%(L, z,a) with respect to «
between the limits .
lOge(Llf(Z))
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and .
loge(£;7)

loge(1 + z)

This is an integration over the gaussian distribution of «, hence the difference be-

a = Oy —

tween the bounded and unbounded case will be small (< 5%) when
Llf(Z)(l _I_Z)[(W—1)1096(1+2)03+20a] <L < LQf(Z)(l _I_Z)[(w—l)loge(l—}—z)az—Zaa]

Using reasonable values found for X-ray selected AGN, 1.5 < v < 3.5, z < 5, and
04 < 0.6 the difference between the bounded and unbounded case is always small

for values of I between, but more than 1 decade from, the ‘end points’ of ¢p;.

A.5 Two Power Law Luminosity Function

The z = 0 X—ray luminosity function is commonly parametrised as two power laws:
¢0(L0) = [X71L6W1 LO < Lbreak

960([/0) = [/(QL(;’Y2 Lbreak < LO

and the luminosity function is required to be continuous so that
Ky = Ky L{ (A.9)

When all AGN are assumed to have the same slope, and are subject to PLE, PDE,
or any combination of the two, the observed luminosity function has this form at
all redshifts. When we take into account the distribution of AGN slopes, this is no
longer true. The exact form of ¢, is obtained by summing the observed luminosity
functions from two power law luminosity functions which are bounded at Lpcqr f(2)
(see the previous section). As redshift increases, the sharp knee in the luminosity
function will become increasingly rounded off, but away from the knee the slopes of
the luminosity function do not change.

For practical reasons, it is preferable to approximate ¢.;5 as a broken power law,

which retains its shape at all redshifts. I will compare this approximation with the
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exact treatment at the end of this section. Away from the break, the luminosity
function behaves as if it were two unbounded power laws, but as v; # 72, both sides
of ¢ops evolve at a different rate, so that they no longer meet at Lpqcqrf(2). The new
intercept is calculated by treating the two parts of the luminosity function as if they
are unbounded power laws, i.e. by applying equation A.8 to each half seperately.

K{(Lf(z))™ 2
Gops(Ly2) = g(z)%e[%(%—l)loge(lﬁ-@] 127 < Loy

Ky(Lf(z))™ 2
¢obs(z7 L) = g(Z) 2( ff((z))) e[aa(72_1)log6(1+2)] ? L> LObSbreak

Equating and substituting for K3 using equation A.9 one obtains:

L = Lyyear f(2)el7alos-(0 420 (2t -2)/2

Obsbreak

If one defines

f*(z) = e[”a1096(1+2)]2(72+71—2)/2
g7 (2) = elreloa-(+2F (n=1)(1-7)/2

then
[L/(f(2)["(2))]
() (=)

Hence the spurious evolution is now parameterised as a combination of spurious

Gom(1,2) = g(2)g"(2) 2

luminosity evolution f*(z) and spurious density evolution g*(z).
A comparison between this approximation for ¢, and the actual shape is given
in chapter 4, figure 4.5. As expected, the approximation is extremely good except

for a small region around the knee in the luminosity function.
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RIXOS data used i1n this thesis

The information is presented in two tables: one contains data on the RIXOS fields
(i.e. the ROSAT pointings used for RIXOS) while the other contains data on the
RIXOS sources.

202



Appendiz B 203

Table B.1: RIXOS fields used in this thesis

Field  Name Ng R.A. Dec. Expos® Flux® Field Name Ng R.A. Dec. Expos? Flux®

(2000)  (2000) limit (2000)  (2000) limit
110 P200329 1.07 217.1799 33.1793 18250 3.0 115 NOWER1 2.50 152.7500 28.2500 38910 3.0
116 NOWER2 1.22 181.0000 56.1700 30590 3.0 122 MEATYP2 4.12 247.3500 78.0800 38450 3.0
123 P700228 1.22 169.7700 21.3100 24950 3.0 124 P700232 1.64 181.1700 27.9000 17400 8.4
125 P200322 5.04 351.3300 23.4100 26300 3.0 126 P700223 1.95 185.3900 28.2300 10400 3.0
127  P700221 1.71 184.4800 30.1100 22400 8.4 133 P300137 1.19 164.2300 49.7000 9400 3.0
205 P100578 4.31 348.0900 10.7800 10313 3.0 206 P200453 3.65 126.7196 26.6300 15927 3.0
208 P700264 0.73 152.5696 53.7500 17331 3.0 211 P700210 3.95 110.4696 71.3400 21043 3.0
212 P700255 1.19 247.5800 37.3200 8933 3.0 213 P700258 4.35 121.1300 65.0000 8354 3.0
215 P150046 1.18 214.9400 54.3900 11516 3.0 216 P700211 3.54 140.4000 62.2600 19495 3.0
217  P700248 1.13 213.4500 44.0000 25319 3.0 218 P400059  3.01 148.2900 7.9300 9038 3.0
219  P700208 1.29 194.0600 56.8700 24340 3.0 220 P701200 3.94 261.5500 74.5200 10578 3.0
221 P700546 2.90 132.0800 37.6700 12391 3.0 222 P701202 2.43 180.3096 -3.6800 13563 8.4
223  P200721 1.84 248.6000 57.1500 47467 3.0 224 HZ43N 1.01 199.1000 29.1000 34943 3.0
225 P200076 2.19 154.9096 19.8700 26522 3.0 226 P700073 1.19 194.2396 47.3400 48051 3.0
227  P200091 1.77 174.1396 29.8000 33886 3.0 228 P400020 3.66 129.6996 36.5200 10978 3.0
229 P700263 0.79 152.5596 52.7500 14616 8.4 230 P700265 0.79 152.5596 51.7500 23995 8.4
231 P900213 0.73 152.5696 54.7500 16813 8.4 232 P900214 0.84 152.5500 50.7500 15911 3.0
234 P700112 4.05 115.6696 65.1800 19844 3.0 236 P700123 2.55 255.3496 51.8200 8196 3.0
237 P700230 2.95 243.4896 65.7200 8442 8.4 238 P700246 4.08 248.6196 70.5300 9357 3.0
240 P700055 1.22 179.4840 55.4539 58534 3.0 245 P700099 8.81 52.1106 2.7999 25727 3.0
246  P300003 6.19 31.7196 15.3000 25174 8.4 248 P700329 1.50 137.3896 42.9000 23561 3.0
250 P700436 3.52 134.6696 14.1500 21565 8.4 252 P700319 0.78 150.4896 55.6800 19006 3.0
253 P700387 1.59 145.2696 38.9000 17193 3.0 254 P700391 1.05 206.1796 55.8900 17116 3.0
255 P700315 5.07 119.6196 37.7900 15992 3.0 257 P700326 2.18 136.3796 34.1300 14511 3.0
258 P700358 3.36 169.5696 7.7700 14425 3.0 259 P700010 1.96 170.0696 13.5900 14061 3.0
260 P300158 0.93 161.8096 54.3100 14008 3.0 261 P201103  3.31 233.6696 26.7200 13937 3.0
262 P701048 3.37 21.1396 3.8000 13894 3.0 265 P700216 1.10 197.6196 32.3500 13034 3.0
266 P700435 2.05 188.0096 20.1600 12299 8.4 268 P700392 2.08 209.0096 18.3700 11553 3.0
270 P700271 3.57 61.3896 -13.1400 10879 8.4 271 P700510 2.07 171.1800 38.7600 10676 3.0
272  P700489 4.67 271.7100 69.8200 10461 3.0 273 P700384 2.81 160.6896 12.0600 10209 3.0
274 P700227 2.16 211.5900 22.4000 10141 3.0 277 P700473 1.74 204.5696 48.2800 9918 8.4
278 P701034 1.94 203.1000 11.1100 9611 3.0 279 P700531 4.28 58.4500 -10.4200 9547 8.4
281 P701092 5.76 2.6196 10.9700 9117 3.0 283 P701055 10.46 64.2196 1.0900 9043 3.0
285 P400141 3.43 145.9300 16.5200 8957 3.0 286 P700774 2.33 151.0800 5.2200 8868 3.0
287 P700499 1.06 171.4000 54.3800 8827 3.0 288 P700506 1.43 187.1000 31.4800 8820 8.4
289 P700496 4.50 178.3000 80.9700 8575 8.4 290 P700389 1.46 144.9696 35.9000 8158 3.0
291  P200127 2.02 165.8496 36.0400 16670 3.0 292 P200468 3.48 25.8396 4.3300 8663 8.4
293  P200473 4.59 124.9496 37.5200 8954 3.0 294 P200474  4.25 349.6896 12.6000 9488 3.0
299 P700262 1.56 141.3000 52.2900 10298 8.4 302 P700540 1.23 156.1396 47.1500 19359 3.0
303 P700872 3.55 166.6958 72.5700 13081 8.4 304 P700887 3.56 133.2896 13.8800 18552 8.4
305 P701214 2.25 147.4396 73.2400 12532 3.0

a Galactic column (1020 cm™2)
b Exposure time (seconds)

¢ 0.5-2 keV flux limit (10714 erg s—! cm—2)
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Field Source Flux®

110
110
116
122
122
123
123
124
126
133
205
205
206
208
211
212
212
213
215
216
217
217
217
218
218
219
220
221
223
224
226
227
228
231

35
14
13
21
28
46
36

22
22
34
507
18
35
16
32b
17

201
74
37

503

6.54
3.05
35.89
8.85
8.70
3.90
3.65
8.48
9.04
5.94
10.98
3.71
6.00
7.12
4.24
3.52
4.57
8.66
3.43
4.09
3.71
4.62
18.00
3.93
13.61
8.49
4.42
24.75
11.76
4.39
3.86
9.72
9.49
13.00

Table B.2: RIXOS sources used in this thesis

Type z

AGN 0.364
AGN 0.582
AGN 0.090
AGN 0.358
AGN 0.376
AGN 0.212
AGN 1.288
NELG 0.343
AGN 0.029
AGN 1.788
AGN 0.44
AGN 0.75
AGN 0.484
AGN 0.46
AGN 0.459
AGN 0.843
AGN 0.923
AGN 0.438
AGN 2.248
AGN 0.804
AGN 0.99
AGN 1.200
NELG 0.095
AGN 1.450
AGN 0.631
AGN 1.261
AGN 0.442
AGN 0.292
AGN 0.288
AGN 1.544
NELG 0.303
AGN 1.413
AGN 1.726
AGN 0.233

Field Source Flux®

110
110
116
122
123
123
123
125
126
133
205
206
206
208
211
212
213
213
215
216
217
217
218
218
219
219
220
221
223

226
227
229
232

301
301
16

3.07
3.91
3.04
7.61
17.71
3.57
5.81
3.83
12.86
4.15
7.83
5.40
9.00
5.14
7.32
5.41
6.60
7.88
8.86
5.11
4.19
3.60
9.59
10.44
3.06
3.12
7.02
6.61
4.93
3.17
3.74
3.77
38.43
3.05

Type

AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
NELG
AGN
AGN
NELG
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN

Z

0.938
1.34
0.766
0.380
0.282
1.818
0.494
1.84
3.305
0.360
0.62
0.690
0.73
1.718
0.232
0.801
0.54
0.467
0.584
0.941
0.137
0.435
0.545
0.22
1.190
1.367
0.193
0.184
0.059
0.488
0.8
0.114
0.175
0.227

Field Source Flux®

110
115
122
122
123
123
123
125
133
205
205
206
208
211
212
212
213
213
215
216
217
217
218
218
219
220
220
221
224
226
227
227
231
232

34
53

16
27
42
85
17
17

25

30

32a
11
20
32
33
21

21
26
13
25
35
26
41
19
513
301
301

3.07
33.43
4.40
20.42
4.42
3.29
9.71
7.19
3.40
5.06
6.31
5.81
11.72
6.61
4.84
4.57
3.15
7.60
3.57
3.46
3.31
5.24
4.26
4.27
7.62
3.04
5.83
52.26
8.99
9.58
3.67
6.00
9.71
3.65

Type

AGN
AGN
AGN

0.42
0.555
1.134

NELG 0.006

AGN
AGN
AGN
AGN
AGN
AGN

0.351
0.477
0.652
0.44
2.390
0.71

NELG 0.196

AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN

0.805
0.387
1.39
1.004
0.923
1.54
0.664
0.613
0.786
0.562
0.590
0.52
0.76

NELG 0.124

AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN

0.970
0.210
0.451
0.277
1.315
1.861
0.959
0.783
0.385



Appendiz B

Table B.2 continued

Field Source Flux®

260
262
265
268
271
272
272
273
274
278
281
283
290
293
294
302
304

a 0.5-2 keV flux (107! erg s~ cm™2) after correction for Galactic Ng

21
15

51
31
38
32
11
13

38
30

30
44
10

11

10
28
18

15
21
14
21
10

18
10

7.87
3.29
3.14
3.54
13.70
64.45
12.43
4.25
8.76
4.08
16.55
4.29
3.09
5.64
4.84
3.84
22.43
7.88
3.55
3.57
12.93
7.92
6.58
13.83
7.78
8.76
6.74
3.01
16.36
5.27
6.36
11.03

Type

AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN

Z

1.666
1.13
1.263
0.7
0.242
1.413
0.216
0.237
1.166
0.57
1.021
1.260
0.84
0.977
1.94
1.504
0.336
2.34
1.196
0.446

NELG 0.32

AGN
AGN
AGN

0.44
0.361
0.156

NELG 0.080

AGN
AGN
AGN
AGN
AGN
AGN
AGN

0.34
0.284
2.575
0.760

0.71

0.95

0.19

Field Source Flux?®

234
236
240
245
252
252
252
254
254
255
257
258
258
259
260
262
262
265
268
271
272
273
273
278
279
283
283
293
293
294
303
305

33

22

60
543

34
46

41

19

14

32

12

17

24

18

22

105
11

3.30
4.33
4.08
63.46
5.25
3.09
5.22
5.63
4.02
4.06
4.75
15.13
3.26
3.42
3.71
3.45
5.61
4.72
15.43
7.48
9.24
4.99
3.84
8.42
11.06
18.01
5.86
6.36
4.46
6.42
8.46
10.81

Type Z

AGN 1.019
AGN 0.048
NELG 0.245
NELG 0.04
AGN 0.218
AGN 0.680
AGN 2.091
NELG 0.459
AGN 0.486
AGN 0.864
AGN 1.099
AGN 0.698
AGN 1.618
AGN 0.408
AGN 1.823
AGN 0.88
AGN 0.93
AGN 0.448
AGN 0.251
AGN 1.039
AGN 0.59
AGN 1.046
AGN 1.080
AGN 0.949
AGN 0.18
AGN 1.219
AGN 0.714
AGN 0.82
AGN 091
NELG 0.12
AGN 0.679
AGN 0.252

Field Source Flux®

236
238
240
248
252
252
253
254
255
255
257
258
258
259
260
262
262
266
270
272
272
273
273
278
281
283
286
293
293
302
303
305

11
82

36

10

23
20

101
11
28

34
527
14

23

23
10
11
11

13
14
107
18

3.07
4.61
4.59
7.84
3.61
6.05
3.03
11.38
3.32
4.36
3.44
4.09
3.87
3.34
5.75
4.79
9.32
18.01
24.31
3.91
10.17
37.71
3.19
46.51
3.14
8.89
3.79
14.70
6.60
3.48
8.60
6.64

Type

AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
NELG
AGN
NELG
AGN
AGN
AGN
AGN
AGN
NELG
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN
AGN

205

0.473
0.325
0.518
0.274
0.673
1.037
1.211
0.936
0.260
0.72
1.304
0.81
0.136
0.995
0.105
1.202
0.31
0.135
0.121
1.82
0.095
0.270
0.433
0.090
2.93
0.272
1.498
0.082
0.189
0.786
2.100
0.386



